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Abstract
The field of explainable artificial intelligence (XAI) aims to increase the transparency of AI models
by providing explanations for their reasoning processes. Valuable efforts have led to an increase in
transparency. However, there are still blind spots in literature, specifically related to the use of XAI
techniques in practice. To make the development of AI models truly explainable, transparency is
required in each stage of the Machine Learning Operations (MLOps) workflow: data preparation, model
development and model deployment. This research aims to mitigate issues in each stage, using case
studies from the industry and health domains. The final objective is to provide an application-oriented
methodological framework for the development of more transparent AI approaches.
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1. Introduction

Artificial intelligence (AI) models, like those used for scheduling maintenance work [1] or
diagnosing diseases [2], are taking on an increasingly significant role in critical decision-making
processes. These models are often complex and it can be difficult to get insight into their internal
workings [3]. The most complex of these models are referred to as ‘black-box’ models [3], where
given an input, the decision of the model is known, but the reasoning behind it is unclear.

If model reasoning is not understood, the model may seem to perform well in a controlled
environment, but we cannot be sure if it performs well for the right reasons. Consequently, we
cannot be sure if it will perform well in the future. Due to the automation bias [4], users of said
models may put (misguided) trust into them. Due to this trust, users may not notice unexpected
behaviours. Efforts in the field of Explainable AI (XAI) have led to a wide range of available
techniques to introduce explainability into AI models [5]. However, there are still blind spots
within literature, specifically regarding the use of these techniques in practice.

Firstly, current XAI techniques generally do not take stakeholder needs into account. Instead,
the focus tends to be on algorithmic possibilities [6]. Generally, machine learning engineers
design techniques without considering other users [7], who may have limited to no knowledge
of machine learning. As a consequence, the techniques are suitable to be used by machine
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learning engineers to get insight into their models during model development, but unsuitable for
end-users during model deployment.

Secondly many issues within AI models come up due to issues within the data [8]. Following
the ‘garbage in, garbage out’ principle, we cannot expect to develop high-quality models from
low-quality data. To avoid investing resources into the training of models that are set up to fail, it
would be valuable to mitigate data issues before training. Additionally, by bringing transparency
into the data, stakeholders may recognize data issues without needing to understand complex
models. Therefore, besides following the current trend in literature, where the focus is on
making models transparent, this research will also consider transparency in data preparation.

Figure 1: The MLOps workflow based on [9].

In this research, I argue, to make AI truly transparent, explainability should not be focused
only on model development, but also on data preparation and model deployment. These stages
relate to the MLOps (Machine Learning Operations) paradigm. MLOps leads to an iterative
workflow, see Figure 1, based on the DevOps paradigm [10] in the software engineering field.
The MLOps workflow consists of three stages: data preparation, model development and model
deployment. MLOps aims to mitigate issues in the practical development and deployment of AI
applications. It does so through rapid iterations where the different stages provide feedback to
each other.

Currently, explainability is not explicitly part of the MLOps workflow. However, to develop
truly transparent and robust AI models, it is imperative to be able to explain decisions in each
MLOps stage. Therefore, this research aims to extend this workflow by bringing explainability
into each step of the process:

• Prepare data: providing transparency into the data allows for verification of the data
quality before training the model.

• Develop model: explanations allow machine learning engineers to detect issues with
model reasoning to improve the model before passing the model on to domain-experts.

• Deploymodel: when domain-experts interact with the model in critical decision-making
processes, the model needs to justify the decisions it makes to prevent mistakes due to
unexpected model behaviour and gain user trust.



The main objective of this research is to design a methodological framework that supports
the development of end-to-end XAI approaches with an emphasis on application. This is a
rather broad objective. Issues that may occur during practical AI development are in many
aspects related to the modality of the data. Therefore, the choice is made to focus specifically on
applications using sensor data. This choice is made since sensor data has been underrepresented
in literature [11].

2. Related work

2.1. Explainable data preparation

The quality of the data is crucial for the quality of models trained using this data, low-quality
data can introduce issues into AI models [8]. In literature on XAI, the focus is generally on
explaining already developed AI models rather than first providing transparency for the data [5].

Literature that does directly address data issues, generally focuses on data issues related to
biases towards certain outcomes. This focus is due to examples of AI discriminating against
groups of people [12]. However, depending on the use case, there are also other issues related
to data quality that have not been given much attention.

Calders and Žliobaitė [8] give three examples of ways in which data problems can present:
biased sampling, incorrect labels and incomplete data. However, these issues can also be linked
to different issues. A tired annotator may have given a subset of the data incorrect labels
or the sensors in a dataset do not capture a phenomenon that is to be predicted. Black and
van Nederpelt [13] present a list of 127 dimensions that determine data quality, including for
example: consistency, precision, and reputation. This research will explore which dimensions
are important for stakeholders and how to quantify data quality along these dimensions.

2.2. Explainable model development

In the model development stage, the data is used by machine learning engineers to develop AI
models. XAI techniques can be used to validate whether the model is working as desired. Many
techniques have been developed to uncover model reasoning [5].

Generally in development, a black-box model is initially developed with the aim of obtaining
maximum predictive performance. Afterwards, a technique for post-hoc explainability [5] is
added. However, there is often a trade-off between the predictive performance of the model
and the level of explainability that can be reached [3]. More complex models often have a
higher predictive performance, but are more difficult to interpret. Depending on the application,
end users may accept some decrease in predictive performance, given the benefit of higher
explainability.

Therefore, it could be beneficial to expand the current evaluation methods that focus on
predictive performance, with factors such as explainability and data quality. Nauta et al. [14]
presented evaluation methods for explainable models. Extending this evaluation with the
evaluation of other model properties, like its computational cost and the quality of the used
data, could give insight into the trade-off between model properties.



2.3. Explainable model deployment

During model deployment, the developed model is put into operation such that end-users
can apply the model in their work. Most XAI approaches focus on extracting explanations
for machine learning engineers, without making this information also understandable and
informative for other users [7]. Therefore, many approaches are in fact not suitable for domain
experts. Efforts have been made to uncover what different users need from explanations [6, 15]
and techniques have been developed to provide more appropriate explanations [16, 17], but
there are still steps to be made. Specifically, the explaining of temporal data to end users
is underrepresented. Existing types of explanations are often not suitable for complex high-
dimensional temporal data [18].

2.4. Explainable MLOps

The workflow in Figure 1 presents a general overview of the stages in MLOps. There are multiple
models making the workflow more specific, for example CD4ML [19] or CRISP-ML(Q) [20]. They
add stages such as business understanding and the development of front-end code. Depending
on the findings in this research such a model will be adopted or adapted for the framework that
will be the product of this research.

Previous research has started using such frameworks to expand the scope of XAI towards
MLOps. For example, Dwivedi et al. [21] argue for both data explainability and model explain-
ability in different phases. Kolyshkina and Simoff [22] presented a new workflow based on
the interpretability requirements from different stakeholders for each stage. Tchuente et al.
[23] present a six step approach to explainability.

The focus in these papers is mainly on organising existing research into different stages of
the MLOps workflow. This research will instead work with use cases to tie the whole workflow
together and make it more useful in practice. The research will include novel findings that
mitigate existing gaps within each of the stages, as discussed previously in this section.

3. Research questions

The overarching purpose of this research is to develop a methodology for incorporating XAI
into the MLOps workflow when working with sensor data. This leads to the following research
question:

How can we design an application-oriented methodological framework that
introduces explainability into the entire MLOps workflow for sensor data?

In alignment with the respective stages in the MLOps workflow (see Figure 1), the following
sub-questions are defined:

• RQ 1 - Explainable data preparation: How can issues related to data quality be quantified
for more transparent decision-making?

• RQ 2 - Explainable model development: How to select AI models and explainability
techniques that best match user requirements?



• RQ 3 - Explainable model deployment: How can AI models for sensor data be made
explainable for domain experts?

4. Methodology

The research questions, discussed in the previous section, relate to four sub-studies, see Figure 2.
Following the MLOps workflow, the overall process will be iterative in nature. Each study builds
on the previous studies and new findings lead to updates of the previous studies.

Figure 2: Overview of the research structure.

This research will base itself around case studies. Drawing from the design science methodol-
ogy [24], new artefacts (criteria, techniques or frameworks) will be designed based on findings
from literature and findings from explorative user studies. The designed artefacts will be eval-
uated through user studies to evaluate their validity in a real world context. The goal is to
generalize the findings into new theories for the state-of-the-art.

4.1. Case studies

The case studies will be used to uncover issues and desires from the application domain. For
this research, the case studies will be from the industry and health domains. This research will
focus on use cases these domains have in common: the prediction of events from sensor data.

In order to ensure case studies are suited for the purposes of this research, they will need to
conform to the following criteria:

1. Data: sensor data must be available, the collection of this data is out of the scope of this
project. Furthermore, data must be available from a variety of different sensors. The data
should be sufficiently difficult to interpret, such that explainability is not inherent.

2. Technology readiness: an AI solution to the problem from the case study has been
presented in at least one peer-reviewed paper, and this solution has been evaluated on a
real-world dataset. The aim of this research is to design XAI methodologies, not to solve
issues regarding predictive performance.



3. Infrastructure: in-house computational power is available or the company/institution is
willing to run models in a secure cloud environment for deployment.

5. Limitations and threats

In this section we identify a number of threats to the success of this research, namely: data
confidentiality, the maturity of evaluation techniques and bias in user studies.

Firstly, this research relies on data from real-world use cases. This type of data is generally
subject to confidentiality, there might be restrictions to publishing research related to this data.
A mitigation to this issue would be to use the confidential data for exploratory research, to
uncover real-world problems, but replace the data with similar open data for publications.

Secondly, the focus of Study 2, see Section 4, is on selection criteria for AI models and XAI
techniques. The goal is for these criteria to take multiple factors into account. However, the
evaluation of explainability by itself is still in its early stages [14]. Therefore, the research may
instead focus solely on evaluation methods for explainability.

Finally, the evaluation of this research relies on user studies. This type of evaluation is
specifically sensitive to bias due to a small sample size. Therefore, the generalization of the
results may be limited. To maximize the generalizability use cases from different domains are
used, see Section 4.

6. Conclusion

In this research, I aim to design a novel application-oriented methodological framework for
explainability in MLOps. To create this framework, each stage of the MLOps workflow will
be researched in a study: explainable data preparation, explainable model development, and
explainable model deployment. During these three studies, application-oriented issues will be
explored in case studies and evaluated through user studies.

The first step in this research will be the study concerning explainable data preparation.
This research will focus on the quantification of issues related to data quality by providing
transparency into the data. The final step of this research will be to generalize the findings from
the three studies into an application-oriented methodological framework.

The goal of this research is to support the development of transparent AI technologies
in practice. The General Data Protection Regulation (GDPR) [25] states that citizens in the
EU are entitled to a ‘right to explanation’ for algorithms that affect them.This research aims
to contribute to the development data-driven algorithms that meet the requirements of this
legislation.
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