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Abstract
Transport phenomena (or distribution shifts) arise in many disciplines and are often of great scientific
interest. Machine learning (ML) is increasingly used in conjunction with optimal transport (OT) to learn
models for these. While XAI has improved the transparency of ML models, there has been little discussion
on how to explain the factors that drive a distribution shift. Specifically, the issue of opening the OT
black box has only received limited attention. Traditional classification models can distinguish between
two distributions, but post-hoc explanations based on their gradients may not reveal the true reasons
behind their differences. Our goal is to make OT explainable and establish XAI-OT to generate more
accurate explanations for distribution shifts. We also discuss concerns regarding the accuracy of optimal
transport in the presence of data issues, which we assume to have implications beyond explanations.
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1. Motivation

Transport phenomena are a crucial focus of scientific research and can manifest themselves
in the form of a distribution shift. Understanding these shifts can provide new insights into
the factors that led to the observed changes. This can assist scientists in investigating real-
world scenarios and is receiving increased attention. For examples, see the recent DistShift
workshop [1] at NeurIPS 2022 or the WILDS benchmark [2].

Machine learning (ML) is popularly used to learn from data with great success. Typical tasks
include classification or regression. Several methods are available to explain the classification
outcome of a model (e.g. [3, 4]). They can provide valuable insights into the modeled data,
helping practitioners comprehend underlying phenomena better. However, not much focus has
been put on understanding distribution shifts so far [5]. Moreover, ML models themselves can
be subject to these shifts causing a worsening of their performance (cf. continual learning [6]).
Finding and understanding the reasons for a shift is therefore highly important. Additionally,
there is evidence (see [7, 5] and section 4), that conventional classifiers that discriminate between
two distributions are insufficient to accurately detect underlying shift reasons. Our work aims
to fill this gap.

Various methods can be used to study the relationships between distributions. A particular
framework is called optimal transport (OT). Its underlying theory is well studied and comes with
guarantees on the optimality of the solution (cf. [8, 9]). It solves an optimization problem that
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yields a distance between a source and target distribution—the so-called Wasserstein distance.
In addition, a transportation plan with information on the allocation of mass between each
source and target point is induced. This plan can be used to transport points between the
two distributions. Under certain assumptions (cf. [8, 9]), the plan becomes a unique mapping
function. Since the OT map is considered an ‘optimal’ model that represents the relationship
between two distributions, it is a valuable tool for analyzing and explaining shifts [5]. We see
major challenges with this, however:

It is unclear how to summarize and extract the most intrinsic and relevant information from
the maps. Even though they already hold valuable information on the reasons for the shift (cf.
[5]), we argue that OT does not directly explain the mapping in a human-comprehensible way.
While it might be sufficiently transparent for a few data points in low-dimensional spaces, it
quickly becomes difficult to interpret when the dimensionality increases. Because of this, we
regard OT solutions as a ‘black box’, similar to deep neural networks (DNNs) in ML. Our goal is
to move beyond this black box and make OT maps more explainable.

Furthermore, as intriguing as the theoretical guarantees of OT sound, there are also potential
pitfalls where it leads to a solution that can be sub-optimal or even wrong. Even though it is
an ‘optimal’ solution from a theoretical perspective for the data at hand, it is not guaranteed
that the data is also optimal. Most real-world datasets are only an empirical sample of the true
population. Since this is not necessarily representative, it is questionable if OT can provide
a truthful approximation or even the correct solution in these cases. Statistical problems in
the data are known to cause issues (e.g. [10, 11, 12] investigate the effect of outliers). We see
one root cause for this in the strict mathematical formulation of OT, as it does not handle
incomplete or incorrect data well. For this reason, it is especially important to consider the data
and investigate it for potential issues. If we can explain OT maps, such issues may be revealed
in the process and aid users in adjusting their data and model accordingly.

Apart from this, the cost function is another bottleneck for the success of the optimization.
Since it is the main component of the OT objective, it heavily affects the solution. It is known
that inappropriate cost functions lead to unexpected or sub-optimal solutions (e.g. [13, 14]). In
the case of image data, e.g., it is usually not appropriate to apply the Euclidean distance in the
input space. Still, the squared Euclidean distance is a common go-to cost function as it provides
valuable theoretical properties in the context of OT (cf. [8, 9]). This suggests it is also important
to carefully consider the used cost function in terms of appropriateness to the problem at hand.
More expressive representations of the data might be required.

2. Related Work

Counterfactual explanations [3] can be seen as a special form of a distribution shift. These shifts
occur at the decision level of a given classification model. They aim to explain the question what
would my input look like if it belonged to a different class [3]. A typical requirement is, that the
perturbation that leads to the other class should be applied with minimal effort. Additionally, the
problem formulation depends on the decision function of a classifier. Without taking the nature
of the data into account, it can lead to the computation of an adversarial attack [15]. Nowadays
it is common that truthful counterfactual explanations should stay on the data manifold (e.g.



[16, 17]). Apart from using surrogate models, this can also be enforced as explicit constraints
that guide the generation process (e.g. [18]). Some works, e.g. [19], have begun to use OT for
this purpose. The main advantage over previous approaches is, that the whole distribution is
considered in the process. Traditional counterfactual methods often focus on optimizing for a
single instance and do not take the underlying distribution into account.

Recently, works have emerged that specifically call for a need to explain distribution shifts [20].
One particularly interesting direction uses optimal transport for this purpose [5]. The authors
propose two different methods: one aims to explain shifts in a subset of features, and the
other uses clustering to find differing modalities. While the former can be used to restrict the
explanation to certain features, the latter can explain sub-shifts within the major shift. Both
methods return a counterfactual at the data level in the form of a mean shift towards either the
subset of features or the different clusters (i.e. one mean shift per cluster). Since using OT to
explain distribution shifts appears to be promising, we want to investigate this direction further.

Another recent work [21] uses OT to learn a classifier whose gradient is guaranteed to point
to the other class by design. This provides two interesting properties: it makes the classifier
more robust to adversarial attacks and it makes the gradient more informative. Further, this
property of the gradient also holds a strong resemblance to counterfactual explanations, as the
authors note [21]. By following the gradient path, a potentially useful explanation emerges,
instead of an adversarial example. In contrast to their work, we do not aim to learn a new
classifier with OT properties but rather retrieve explanations that can be independent of a
surrogate ML model.

It is known that OT maps are highly sensitive to data issues. The popular Wasserstein
Generative Adversarial Networks (WGANs) [22], for example, were proposed as a more robust
alternative to standard GANs [23]. They use an OT-based loss function to learn the generative
model. Since OT also considers the geometry of the data, the authors found this loss design to be
more robust to the issue of mode collapse [22]. However, in [10] the authors found that WGANs
are still affected by other issues. They are not robust to outliers in the data which can lead to
undesired image generations. This can be a serious practical issue, as there is no guarantee that
the model will not produce inappropriate images. Moreover, it was shown in [24] that WGANs
are not necessarily learning the correct Wasserstein distance, even though they specifically
optimize for it. Surprisingly, they still perform well on their main task of data generation. This
raises the question of how important an ‘optimal’ transport is.

Recently, other transport-based models like Cycle-GAN [25] have been investigated in terms
of data issues as well. In [14], the authors criticize that the mappings of Cycle-GAN are seemingly
random. They improve this by incorporating an OT loss to consider the geometry of the data
and produce more coherent mappings. Moreover, they show that Cycle-GAN transport can
fail to align with human expectations in the presence of missing data. This indicates that data
issues are a concern for other transport-based models as well, giving the topic of detecting such
problems relevance beyond OT.



3. Research Questions and Approach

While the black box of classical machine learning models like classifiers has been successfully
opened (cf. [26]), explanation techniques for models of distribution shifts have only received
little attention. Recently, optimal transport has been used to explain distribution shifts [5].
However, we argue that OT models are still largely a black box as they are not directly human-
comprehensible. We aim to fill this gap by investigating two primary topics to establish XAI-OT:

(1) Can we design XAI techniques to faithfully explain OT models so that they become
interpretable for humans? We want to develop XAI methods for opening the OT black
box. Our investigation will assess whether existing XAI techniques apply to distribution shifts,
or if specific techniques, building tightly on OT maps, need to be designed. The preliminary
evidence in section 4 suggests that the gradient of classifier DNNs is not suitable for this task
in some cases and that OT provides a more truthful explanation. In practice, this may take
the form of attributing the Wasserstein distance across input features, either globally or at
the level of individual data points. For this purpose, we will investigate perturbation methods,
e.g. gradient-based, or propagation-based techniques like layer-wise relevance propagation
(LRP) [4]. Notably, exploring the Kantorovich dual representation of OT (e.g. [27]) appears to
be promising for this, since it can be expressed as a function of the input. Additionally, we will
evaluate the faithfulness and interpretability of the generated explanations. Toward this end,
we will explore techniques such as pixel-flipping or human evaluations.

(2) Can we use XAI-OT to gain insights into real-world transport phenomena? As the
consideration of OT for explaining distribution shifts shows promise [5], we want to further
investigate its potential. Concretely, we aim to use XAI-OT to explain real-world transport
phenomena, like simulated processes or shifts between different data sources. XAI-OT may
also be used to inspect the quality of the OT model itself, in particular, diagnosing potential
issues such as overfitting effects or the reliance on spurious correlations in the data (cf. [28]).
This way, it can help to find out why a mapping failed to meet expectations, so a user can
act upon it and correct the model or data. We will also explore the intriguing connection to
counterfactual explanations, as highlighted in, e.g., [5, 21, 19]. Our goal is to understand how
effective OT is for generating explanations and in which contexts it is most beneficial. Finally,
we aim to investigate its usefulness for uncovering novel relationships across various domains,
particularly in fields of significance such as medicine or chemistry.

4. Preliminary Results

We now discuss our preliminary analysis, suggesting that existing XAI techniques may not
be amenable for explaining distribution shifts and that specific XAI solutions for OT need to
be developed. In fig. 1 we demonstrate the divergence between the classifier and OT gradient.
The target data represents a data shift of the source data that only occurred on the x-axis. This
means only one feature is relevant to explain the shift. A classifier 𝑓 : X → {0, 1} was trained
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Figure 1: A comparison of classifier vs. OT explanations in the context of distribution shifts.

to discriminate between the two datasets. Additionally, 𝜑 : X → R is the so-called Kantorovich
potential [9] function that was learned by a different neural network.

Feature relevance: gradient vs. OT: Even though the decision boundary of 𝑓 is well learned
to discriminate between the two classes (i.e. the dashed line between source and target in fig. 1),
the gradients do not explain the data shift correctly. As expected, they point to the decision
boundary and suggest that the y-axis is also relevant for the shift. Such false attributions
of feature relevance are a concern in neuroscience [7], giving this issue important practical
implications. The OT potential, on the other hand, detects the true shift cause. The contour
lines of the potential function are depicted in solid and are approximately orthogonal to the true
shift direction. This behavior of the potential was also used in [21] to learn classifiers whose
gradients are aligned with the distributions.

To conclude, this simple example illustrates why the gradient of a classification model can be
deceptive as an explanation for distribution shifts. It does not account for the underlying data
distribution and gives too much weight to uninvolved features. Subsequent XAI techniques that
make use of the gradient information are therefore expected to provide a wrong explanation for
the occurrence of the shift.



Counterfactual explanations: Another interesting observation can be made in terms of
counterfactual explanations. The red squares in fig. 1 exemplify simple counterfactuals that were
computed to possess high target class confidence (95% ≤) according to the classifier. As can be
seen, they are on the data manifold and admit to the shortest perturbation criterion. However,
when we compare them to the OT locations (green squares), it becomes obvious that just staying
on the manifold is not necessarily sufficient. The original, relative representation of the source
points within their distribution is not reflected well in the target distribution in the case of the
classifier counterfactuals. In contrast, the OT map provides better target representations as
it considers the whole distribution. Moreover, simple counterfactual explanations likely have
difficulties in reaching the outer points that the OT map hits. Some parts of the distribution
could be hardly reachable for a standard counterfactual. We think that exactly this benefit of
OT is crucial for truthful explanations.

Besides, even though the previous examples suggest that OT is an intriguing tool for explain-
ing data shifts, it is unclear how to summarize the map. Moreover, OT does not always work
well as data issues can distract the map. For these reasons, we want to focus our research in the
direction of XAI-OT.

5. Outlook

Finding the true factors that drive data shifts is valuable information. Gaining such knowledge
has wide-ranging implications in other scientific fields. Thus, we aim to leverage XAI for
optimal transport. A major goal is to propose a method that can uncover previously unknown
relationships, possibly helping scientific research in significant fields such as medicine.

Optimal transport is increasingly used in various fields of ML. We assume that many users
do not pay specific attention to the impact of data quality or the utilized cost function on
OT. It might even be a mostly unknown pitfall since OT losses may still appear to work in
practice. Thus, we want to raise awareness of these issues and their possible consequences
on OT. More robustness will likely lead to even better results. This could mean, e.g., having a
human-in-the-loop type of feedback. That is, a user may post-hoc diagnose their OT model
with the tools we provide and possibly act to resolve any revealed issues.

Lastly, there is evidence that our hypotheses on the statistical data issues do not only ap-
ply to optimal transport, but to other transport-based models (e.g. Cycle-GAN) as well. For
example, [14] shows that Cycle-GANs cannot naturally handle data gaps, which leads to wrong
mappings. In a broader scope, data issues are already known to cause problems in classical ML
models [28]. This means, our investigations aim to extend the literature in this direction by
analyzing the behavior and robustness of transport-based models in general.
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