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Abstract
Large Language Models (LLMs), which take advantage of the Transformers architecture, have obtained remarkable
outcomes in the Generative Artificial Intelligence (AI) field. Specifically, these models have boosted the Natural
Language Generation (NLG) field to new dimensions. Nonetheless, state-of-the-art NLG models also entail some
challenges. Firstly, these models can generate text which may contain biased or hallucinated information, that
can be used in an unethical way. Secondly, these models sometimes fail at generating commonsense knowledge,
a fundamental factor in the human language. Thirdly, the expense of training LLMs is excessively high. Finally,
most of the NLG research proposing more efficient architectures is focused on the English language. Thus, other
languages such as Spanish still lack resources and models to address the NLG. Given the challenges mentioned
above, the main objective of this paper is to provide a detailed research line that aims to propose an efficient and
effective text generation architecture that could generate high-quality text in Spanish.

Keywords
Natural Language Generation, Hallucination, Efficient architectures, Spanish

1. Introduction

Generative Artificial Intelligence (AI) is a rapidly growing trend involving machine learning algorithms
to construct systems capable of generating new content. This trend has its origin in neural networks,
which were one of the earliest forms of generative AI [1]. This rapid development of generative AI has
caused a surge of interest in AI tools across society.

One of the important topics within the generative AI trend is the Natural Language Generation
(NLG) field. NLG is a sub-field of Natural Language Processing (NLP) that aims to generate natural
language to achieve a specific communicative goal [2]. The input to these systems can be linguistic
data such as text or voice, or non-linguistic data such as knowledge graphs or structured data. From
that input, current available NLG tools can produce text similar to human-generated texts. In light
of this performance, there is a big concern about detecting whether a text is generated by a human
or a machine. Some shared tasks have been proposed to advance in the state-of-the-art in detecting
AI-generated content, such as the AuTexTification challenge[3] at the IberLEF 2023 or the Multidomain,
Multimodal and Multilingual Machine-Generated Text Detection task [4] at SemEval 2024.

Large Language Models (LLMs) are the core of those NLG tools. These models, formed by millions
of parameters in their neural networks are extremely expensive to train. Therefore, there is a need
to find more efficient architectures to generate text. Moreover, LLMs and NLG are not exempt from
mistakes and one of the current major issues is the hallucination phenomenon, which is when a text is
nonsensical or unfaithful to the provided source [5]. This issue is present even in most superior LLMs
such as GPT4 [6]. Figure 1 shows an example of hallucination in GPT4-o. When asked to generate the
six days of the week, GPT4-o fails at detecting that the week is not formed by just six days and writes
the first six days.

Another important issue is bias, which is the misrepresentation errors that favour certain groups [7].
Figure 1 shows an example of gender bias in GPT4-o. When we request GPT4.o to generate a list of
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five adjectives describing men and 5 describing women, it generates adjectives related to physical or
ambition to men, whereas adjectives related to self-care to women.

Figure 1: Example of issues in LLMs.1

Finally, these tools also lack logical reasoning or commonsense, a vital factor in human intelligence
[8]. Figure 1 shows an output generated by ChatGPT. When asked to generate a sentence with three
concepts (lion, bicycle and helmet), ChatGPT output is a sentence with no commonsense.

These limitations can be exploited in a bad and unethical manner to generate misinformation.
Furthermore, there is a notable disparity in NLG research. The majority of studies conducted are on

the English language [9], so there is a need to make developments in languages less represented.
Because of this, our goal with this research proposal is to describe my thesis project which focuses

on creating an efficient architecture that integrates external commonsense knowledge along with
controllability techniques to enhance the performance of a smaller model and solve the hallucination
problem.

2. Background and Related Work

This section aims to contextualise this research project within the NLG state of the art.

1Tested in May 2024



2.1. Natural Language Generation

NLG is the sub-field in the Natural Language Processing (NLP) area that aims to produce meaningful
sentences to meet a communicative goal [2]. NLG started to be studied in the decade of 1970 [10], but it
was not until recent years that it has become very popular and advanced considerably. Considering the
task typology NLG systems can be classified into three groups [11]: Text abbreviation tasks that aim to
condense information from long texts to short ones, such as text summarisation. Text expansion tasks
whose goal is to generate complete sentences from meaningful words, such as topic-to-essay. Finally,
text rewriting and reasoning tasks aim to rewrite a text into another style or apply reasoning methods,
such as text simplification.

In order to address those tasks, NLG systems have evolved through different architectures. Originally,
the NLG task consisted of a sequential scheme of three different stages (macroplanning, microplanning
and realisation). Macroplanning is the set of sub-tasks related to the selection of what information
to include in the generated text. Microplanning receives as input the output of the Macroplanning
stage and conducts different sub-tasks to decide how to include that selected information in the final
text. Finally, the realisation stage receives the generated plan from the previous steps and performs the
generation syntactically correctly. Modular architectures is the group of architectures that follows
this scheme. They make a well-differentiated distinction between the distinct sub-tasks of each stage.
Reiter proposed the architecture that was considered the standard within this group [12].

As the NLG field started to become mature, the distinction between sub-tasks became more flexible,
performing the generation in fewer steps. This group of architectures is named planning perspectives.
This scheme was similar to the modular architecture but needed fewer sub-tasks in each stage.

With the appearance of neural networks, the sub-task division disappeared, originating global
approaches. This group performs the generation in one step. The most important milestone in this
group was the proposal of Transformers architecture [13]. This architecture presented the concept of
self-attention which raise considerably the performance of the NLG. Models based on that architecture
can achieve high performance at NLG tasks, such as LLMs, which are state-of-the-art in the NLG field.

2.2. Commonsense Knowledge

Commonsense knowledge is an important factor in human communication, as it facilitates inference
without the explicit mention of context [14].

Originally, commonsense has been incorporated into NLG systems through rules and ontologies.
Since the neural networks proposal, the focus has shifted to integrating commonsense into neural NLG
models through pre-trained models and commonsense graphs. However, there is still much work to
be done in this field to achieve complete commonsense reasoning and generation. Although current
state-of-the-art models exhibit some commonsense abilities, it is far from perfect. The commonsense
knowledge integration into human language is a challenging task in the NLG field [15], as there is
an urge to enhance the ability of NLG systems to generate texts containing that knowledge. Several
collaborative efforts have been proposed to advance the frontier of commonsense generation. In the
Avicenna task [16], models are presented with two premises containing a syllogistic relation, and the
goal is to produce a conclusion that effectively completes the given relation. Other works study the
integration of commonsense in keyword-to-text tasks. For instance, the SituatedGen task [17] requires
the generation of a pair of contrasting sentences based on a group of concepts that include temporal
or geographical entities. In the CommonGen [18] and C2Gen [19] tasks, the challenge is to generate
a coherent sentence describing an everyday scenario given a set of words. Notably, the C2Gen task
additionally provides a contextual input to which the generated text must adhere.

2.3. NLG Evaluation Metrics

As in any other NLP task, NLG systems also should be evaluated. The generated output usually is
compared against a reference or reference text through different evaluation metrics. Commonly the
NLG evaluation metrics can be divided into three categories:



• Human evaluation metrics are the best and more reliable metrics [20]. Nonetheless, they also
present some problems: they are expensive and time-consuming because they require a great deal
of manual work, and replicability is hard to achieve due to the idiosyncrasies of every evaluator.

• Standard evaluation metrics are based on string or n-gram techniques to measure the distribution
similarity via overlaps with a reference text. These metrics are not fully aligned with human
judgements, but even so, they are temporary and computationally low-cost. Most of these metrics
evaluate the quality of a text by comparing it against a reference text based on features such as
words, characters or embeddings. Metrics measuring the word overlapping between a candidate
sentence and a reference sentence are the most common. Some examples are: BLEU [21], ROUGE
[22], CIDEr [23], or SPICE [24]. Character overlapping performs better in languages with lexical
diversity. Some metrics within this group are Extended Edit Distance [25] or chrF [26]. Finally,
embeddings-based metrics tend to capture better semantic similarity. BERTscore [27], and Word
Mover-Distance [28] are examples of this group.

• Machine-learned evaluation metrics can generate a more reliable score given that during training,
models learn how to generate and evaluate text in a more human-like way. BARTScore [29] and
GPTScore [30] are metrics that use BART or GPT models to evaluate the generated text.

3. Main Hypothesis and Objectives

This PhD thesis hypothesises that integrating external commonsense knowledge into a smaller ar-
chitecture in terms of parameters, compared to state-of-the-art LLMs, will boost the quality of the
outputs when generating text. Those texts could be similar to the ones that could write a human when
solving certain tasks. Moreover, external commonsense knowledge will help reduce the problem of
hallucinations. After reviewing the scientific literature, we have observed that some works have been
conducted to incorporate external commonsense in NLG systems. However, although they improved
the results of previous works, the performance was still not excellent. Moreover, most of the research
has been conducted in the English language. Therefore, the main objective of this research is to design
an efficient architecture that will require less computational expenses than the state-of-the-art LLMs.
This architecture will be capable of achieve human-like performance in generating text for different
NLG tasks prioritising the research for Spanish. Additionally, a key focus will be on minimising the
issue of hallucinations.

4. Methodology

To fulfil the objectives of this PhD thesis, we have proposed a methodology consisting of four main
important milestones, that will be explained next: define a NLG pipeline; analyse, test and propose NLG
architectures; analyse and build a corpus in Spanish; and evaluate proposed NLG architectures.

1. Define a NLG pipeline. The first step of my research was to propose a pipeline to follow. It
involves the steps of defining the task I want to address, the corpus and external knowledge
collection, how to integrate both in a NLG architecture and finally evaluating the results obtained.
Figure 2 shows the sequential steps of this pipeline. The task this research project is addressing
first is the commonsense generation through a concept-to-text task. Given some words, the goal
is to generate a sentence that contains those words and has common sense. Afterwards, more
NLG tasks will be addressed.

2. Analyse, Test and Propose NLG Architectures. During the initial part of the research, we
explored different available NLG architectures in English and Spanish to find a suitable model to
address the NLG task based on the topics pursued. Nowadays, most of the architectures employed
are based on LLMs. Despite this, we will first test and compare traditional and neural architectures
to effectively decide which architecture performs better based on a set of decisions, such as content
produced, efficiency, etc. Consequently, we will try to integrate commonsense knowledge and



Figure 2: Proposed pipeline.

controllable generation techniques into the best-performing architecture obtained from our
experimentation to raise its performance and compare the results against the state-of-the-art
models.

3. Analyse and Build Corpus in Spanish. Datasets constructed for a specific task in Spanish are
hard to find, as most of the available corpora are in the English language. Moreover, in some cases,
these datasets may be biased [31]. Once we have proposed an efficient architecture, we will focus
on adapting that architecture to address different NLG tasks in Spanish, such as commonsense
generation, text simplification, or abstractive summarisation. Therefore, we will have to collect
and build specific corpora in Spanish to address these tasks. Moreover, as we are concerned
about the importance of the training data on the results of the NLG model, we will check and
preprocess, if necessary that corpora to try to be unbiased and balanced.

4. Evaluate Proposed NLG Architecture on different tasks. An important part of this research
is to measure the performance of our proposed model. Most NLG metrics tend to compare the
generated text against some reference texts. As NLG systems can generate texts in a large number
of different styles, these metrics may not be appropriate. To be able to determine which metric is
the most appropriate to measure the performance of each proposed task an exploratory analysis
will be conducted and compared with a manual evaluation of those tasks.

5. Experiments

5.1. Conducted experiments

Two experiments have been conducted: a preliminary experiment on English NLG architectures and
the problems in evaluating its results, and a similar experiment in Spanish.

1. English NLG models evaluation: This experiment is detailed in [32]. We conducted an experiment
for the task of commonsense generation based on the CommonGen dataset [18]. Based on a
set of concepts, the systems must generate a sentence with common sense that contains those
concepts. We experimented with a modular architecture, and a global architecture and evaluated
the results. We evaluated them manually and automatically. The manual evaluation showed that
global architectures performed better than the modular ones. However, none of them performed
in an acceptable manner. Furthermore, in the automatic evaluation, the employed metrics did
not reflect the difference in quality between both outputs, despite performing overall the global
architectures on those metrics.

2. Spanish NLG preliminary experimentation: Following the ideas of the CommonGen dataset,
we wanted to extend the CommonGen task to other languages, in this case Spanish. To do so,
we have proposed a Spanish corpus called COCOTEROS [33]. We have collected Spanish text
from the Tatoeba dataset2 and formatted to be similar to the CommonGen. With this Spanish
corpus, we have fine-tuned a T5 Spanish model to generate texts to evaluate their performance.

2Available at https://tatoeba.org/es/

https://tatoeba.org/es/


We also performed a manual and automatic evaluation. The manual evaluation shows that the
produced sentences are not acceptable. Furthermore, in some cases, the generated sentences
do not contain all the words given as keywords. For the words "despedir", "aeropuerto", and
"amigo" the system generated the sentence "él se despidieron que vinieras al aeropuerto.". We also
evaluated automatically the sentences with the same metrics as for the English experiment. Table
1 shows the results obtained by this model in different NLG evaluation metrics and compared
with the results obtained for the T5 model in English of the previous experiment. Although they
are two different datasets, we can see that the results achieved for Spanish are lower than the
results obtained in the English experimentation. Those results align with the manual evaluation,
which showed a worse performance for the Spanish model than for the English model.

Model SPICE CIDEr BLEU_1 ROUGE-L Readability Cosine BERTScore

T5-Small Spanish 0.04 0.02 0.042 0.081 0.325 0.244 0.87
T5-Small English 0.256 0.109 0.600 0.444 0.215 0.287 0.914

Table 1
Results obtained by the carried experiments.

5.2. Planned experiments

Considering the obtained results, the next steps are the experimentation with different architectures
that integrate external commonsense and the search for the optimal way to evaluate the generated
outputs, which can be done manually or to find other more appropriate automatic metrics.

1. External commonsense Integration: To figure how to obtain external knowledge for the task of
concept-to-text and how to include it in the proposed model are two key points to incorporate
commonsense in NLG architectures. There are different options such as ConceptNet, WordNet or
COMET that could be interesting to explore. The research question is how to successfully extract
knowledge from them and incorporate it into a NLG system.

2. Output evaluation: As demonstrated in [32], most common automatic evaluation metrics do
not align completely with human performance, only measuring the overlapping with a ref-
erence sentence. Thus, finding other methods to evaluate the generated text is important to
measure the performance of the models. Some works already done to measure hallucinations
could be interesting to explore to evaluate outputs. Examples are AlignScore metric [34] and
Hallucination_evaluation_model [35].

6. Research issues to discuss

As I explained, my research is currently focused on the task of concept-to-text generation. This task is
based on giving some concepts, the systems must generate a sentence using those concepts. We have
compiled a Spanish corpus named COCOTEROS to accomplish this task. The next step is to incorporate
external commonsense into some pre-trained models to enhance the results obtained. Given that, the
research questions that arise are the following:

• Which is the most adequate external knowledge base to complement this task?
• In which part of the pipeline is more efficient to incrust the knowledge, during fine-tuning, during

inference, or in both?
• How the hallucination issue can be measured for this task in Spanish?
• If we use LLMs to address this task, will the results be improved considerably?
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