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Abstract
Recognizing and understanding emotions is essential for improving human-computer interaction and
has diverse applications, including supporting mental health and increasing customer satisfaction in
various industries. As interactive systems are increasingly expected to perceive, understand, and express
emotions like humans, automatic emotion recognition becomes crucial in practical contexts. Social
networks, which are the main channels for rapid information dissemination, often display users’ emotions
through their shared messages, which has a significant impact on the spread of misinformation. By
integrating emotion recognition tools into disinformation detection, we can improve our ability to counter
information manipulation and foster a more transparent, evidence-based information environment. This
research aims to develop, evaluate, and apply multimodal emotion recognition methods, particularly in
political contexts, to combat misinformation and analyze the use of fallacies in political discourse.
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1. Introduction and background

Emotions are complex responses, both psychological and physiological, that people experience
to various stimuli. These reactions are often associated with specific thoughts, feelings, and
behaviors [1]. Emotions can be positive, such as joy and love, or negative, such as sadness and
fear. They are essential for making decisions, interacting socially, and adapting to different
situations.

Understanding and recognizing emotions is critical not only for improving human-computer
interaction, but also for a wide range of applications, from supportingmental health to improving
customer satisfaction in a variety of industries [2].

Therefore, automatic Emotion Recognition (ER) plays an important role in real-world appli-
cations, as interactive machines are increasingly expected to be able to perceive, understand,
and express emotions on the same level as humans [3]. In this context, Emotion Recognition
(ER) involves the identification of emotional cues from different media, such as text, facial
expressions, voice tones, and body language. ER systems that integrate two or more features of
different types, such as text and audio, are called multimodal emotion recognition.

Social networks have become the primary platform for the rapid dissemination of information
to the general public. Despite its benefits, the lack of effective regulatory measures has led to a
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flood of fake news and rumors on the Internet, making it difficult to distinguish between truthful
information and misinformation, thus affecting the efficiency of information exchange on social
networks [4]. For this reason, they face the critical challenge of spreading misinformation.
Differentiating between authentic and misleading content is a significant challenge, leading
many users to unknowingly share information they believe to be authentic. Users’ emotions,
conveyed through their shared messages, play a significant role in the spread of disinformation
[5]. The use of emotions for disinformation detection is an area that has already been explored
and experimented with, and emotions have been shown to be complementary to disinforma-
tion detection [6]. Integrating emotion recognition tools and techniques into disinformation
detection will strengthen the ability to combat information manipulation and promote a more
transparent and evidence-based information environment. However, challenges remain, such
as the lack of public datasets in Spanish and problems related to multimodality. Regarding
fallacies, a strong relationship with emotions is observed, but studies exploring this possibility
to improve detection are still lacking. Fallacies are errors in logical reasoning that lead to invalid
or misleading arguments and are common in political discourse, advertising, and everyday
conversation.

The objective of this PhD thesis is to design and evaluate of different multimodal ER ap-
proaches and apply them in different domains such as political to identify and address misin-
formation, as well as to understand the use of fallacies in political discourse. We focused our
proposal on Spanish because it is the third most used language on the Internet, only after English
and Chinese. Despite its importance, there remains a noticeable lack of linguistic resources to
perform multimodal ER in some domains, such as the political domain.

2. Research Hypotheses

The research hypotheses in this paper are related to the multimodal emotion detection approach
for solving misinformation and fallacy identification tasks in the political domain. Our first
research hypothesis is that the multimodal ER approach improves the performance of text-based
emotion analysis. Our second research hypothesis is that the multimodal ER approach improves
misinformation and fallacy identification in the political domain.

To validate these research hypotheses, we established the following objectives:

• OB01. Creation of a multimodal corpus in Spanish for emotion recognition and for disin-
formation detection. This corpus will be built from a crawler that extracts videos, texts,
and audios from different YouTube channels related to politics, sports and entertainment,
as well as from recordings of sessions of the Congress of Deputies.

• OB02. Evaluation of different multimodal approaches that combine features of different
modalities for ER. In this case, it can be the combination of audio with text, text with
images or the combination of all three. Moreover, we are also evaluating our proposal by
participating in several shared task regarding multimodal classification from different
workshops.

• OB03. Identification of misinformation and fallacies using ER. To validate our hypothesis,
we are compiling different multimodal political disinformation corpus and making them
available to the scientific community.



3. Methodology and Experiments

In this section, we describe the methodology and experiments we have created to help us
validate our hypotheses.

3.1. Multimodal Emotion Recognition

Our research is primarily focused on addressing the limitations of current approaches to detect-
ing misinformation and deception in the political domain through the analysis of emotions.

In the preliminary stages of our research, we recognized the need for emotion analysis in a
wide range of applications, from supporting mental health to improving customer satisfaction
in a variety of industries. In addition, we identified the current lack of multimodal resources
in Spanish for ER in speech, despite the fact that Spanish is one of the most widely spoken
languages in the world, with millions of speakers in different continents. The few available
datasets suffer in some cases from poor annotation, making it difficult to teach models to
accurately identify emotions. In other cases, voice recordings are made by professionals under
conditions that do not reflect real-life situations, resulting in a lack of authenticity in emotional
expression [7] and poor results in real-life scenarios [8]. Therefore, one of the current challenges
in Spanish speech ER is the creation of more robust and representative datasets.

To address this problem, we have created and published a new corpus for multimodal ER in
Spanish (Spanish MEACorpus 2023) [9], which contains 13.16 hours of speech divided into 5,129
labeled segments, taking into account Ekman’s six basic emotions (disgust, anger, happiness,
sadness, fear, neutral) and annotated by three members of our research group (two men and one
woman, all middle-aged). In this paper, we have also evaluated different multimodal approaches
that combine speech representation techniques and linguistic models to perform emotion
classification. We have evaluated approaches ranging from simple text-based emotion detection
to approaches based on the fusion of automatic speech recognition models such as Wav2Vec2-
BERT [10] with pre-trained models such as BETO. Among the model fusion approaches, we have
evaluated the late fusion approach, which consists of concatenating or averaging the outputs
obtained in Wav2Vec-BERT and BETO; fusion with multi-head cross-attention mechanism,
which incorporates a cross-attention mechanism in the hidden state vector of the last layer to
better capture complex audio-text relationships, generate richer contextual representations,
and increase the generalization capability of the model; and ensemble learning, which is based
on combining feature sets using ensemble learning, where the output of each neural network
model (Wav2Vec2-BERT and MarIA) is combined by averaging the predictions of each emotion
(mean) or selecting the prediction with the highest probability (maximum).

As a contribution to my Ph.D. thesis, this paper shows that multimodal ER models combining
audio and text perform better than unimodal models based on text alone, demonstrating that
audio and text features complement each other. In addition, the late fusion approach with
concatenation strategy is identified to perform better.

Moreover, this dataset has been used as a basis for the organization of the EmoSPeech task
[11] in IberLEF 2024, which consists of two subtasks: text-based automatic ER and multimodal
automatic ER. The novelty of this task lies in its multimodal approach to ER, analyzing the
performance of language models on Spanish MEACorpus 2023.



Furthermore, we have participated in several shared task related tomultimodal classification in
several relevant evaluation forums such as CLEF and SemEval. First, in SemEval-2024 Task 4[12],
which objective is identify persuasive techniques in memes. For this task, we evaluated LlaVa
to extract image descriptions and combine them with the meme text. Our system performed
well in all subtasks, achieving the tenth best result with a Hierarchical F1 of 64.774%, the fourth
best in Subtask 2a with a Hierarchical F1 of 69.003%, and the eighth best in Subtask 2b with
a Macro F1 of 78.660%. Second, in SemEval-2024 Task 10 [13], focused on recognizing and
reasoning about emotional changes in conversations. This task included different languages
such as English and Hindi. Our best result was the 6th position in Subtask 2 with an F1 score of
26%. Third, on EXIST 2024 [14], focused on the identification and categorization of sexism in
memes. We used the CLIP model to extract the embedded text and image, and then combined
them by diagonal multiplication to obtain the classification models. We ranked 33rd in sexism
identification and 18th in both source intent and sexism categorization.

Participating in these evaluation forums has allowed me to validate the proposed approaches
for multimodal classification that combine features from images and text. In the future, the
plan is to integrate representations from different modalities such as text, images, and audio to
improve the task of emotion identification.

3.2. Disinformation and Fallacy Detection Using Emotion Analysis

Recent advances in Artificial Intelligence (AI) and the emergence of Large Language Models
(LLMs) like Instruct-GPT [15], ChatGPT, and GPT-4 [16], have made it easier to generate false
information that appears very convincing [17]. Therefore, there is an urgent need to detect
misinformation efficiently and effectively. Most studies provide high-level summaries of the
methods, techniques, and features used to detect rumors and fake news, while others discuss
possible applications of these methods, including posture detection and source detection [6].

Currently, disinformation detection approaches consist of three main components: (i) the
dataset used to develop them, (ii) the methods used to perform the detection, and (iii) the features
considered in these methods [6]. Most datasets are obtained from social media platforms such as
Twitter, Facebook, and Sina Weibo, or from fact-checking websites such as Snopes1, Factcheck2

and PolitiFact3.
Detection methods can be divided into those based on conventional Machine Learning (ML)

and Deep Learning (DL) techniques. We tested new approaches to misinformation detection,
such as using the “5W1H” technique commonly used by journalists to clearly and explicitly
present the most important information in a news item and to assess the reliability of the
language presented in the news. We participated in FLARES at IberLEF 2024 [18], which uses
the 5W1H technique to assess the reliability of language in news items. This task is divided
into two subtasks: (i) 5W1H item identification and (ii) 5W1H-based reliability assessment. We
participated in both tasks. For Task 1, we developed a Named Entity Recognition (NER) model
using tight transformation models such as BERT and MarIA, and integrating Part-Of-Speech
(POS) features and Syntactic Dependencies (Dep). Our BETO + POS + Dep model achieved the

1https://www.snopes.com/
2https://www.factcheck.org/
3https://www.politifact.com/
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second best result with a score of 56.778%. In Task 2, which focused on assessing the reliability
of 5W1H entities, our approach based on contextual adaptation of the MarIA model achieved
the best result with a score of 65.820%.

Within the affective feature for disinformation detection, dual emotion features seek to
account for the importance of considering different emotional perspective in disinformation
identification, i.e., both the emotion of the publisher, which refers to emotions conveyed in an
original post that starts a thread on social networks, and the social emotion, which refers to
emotions expressed in follow-up posts that respond and/or comment on the original post [6].
Recent research, such as [5] and [19], has demonstrated the importance of ER in the fight against
misinformation and fallacies in political and media discourse. In [5], several methods were
developed that use ER to detect misinformation in social networks. Thus, ER is complementary
to misinformation detection because it provides insight into emotional manipulation, content
intentionality, argument quality, and public response. Integrating ER tools and techniques into
misinformation detection will strengthen the ability to combat information manipulation and
promote a more transparent and evidence-based information environment.

Emotion-based misinformation detection combines emotion and sentiment information with
other features to maximize performance. According to [6], these methods are classified into:
(i) Methods combining emotion with other text-based features; (ii) Mining of dual emotions
that consider emotions in news posts and reactions on social media; (iii) Methods based on tree
or graph structures that utilize relationships between social media posts to model information
diffusion; (iv) Methods based on temporal information, that consider propagation patterns and
changes in reader emotions; (v) Multitask learning that focuses on multiple tasks simultaneously
and leveraging shared information; and (vi) Multimodal methods that consider images or
audio attached to textual posts. Recent studies combine text and image features to improve
misinformation and rumor detection [20] [21].

According to the study conducted by [6] on emotion-based methods for misinformation
detection, it was observed that the majority of misinformation datasets, whether public or
private, are in English. One of the current challenges in emotion-based misinformation detection
using large language models is multimodality. Continued advances in technology have led to
an increasing trend towards multimodality, as it is indeed common for people to supplement
textual content in posts with images or videos, while on platforms such as YouTube or TikTok,
video has become the dominant medium for sharing information. As a result, it is becoming
increasingly important to explore methods that can address the challenges of multimodality
and adapt to the ever-changing characteristics of social media communication.

Fallacious arguments were originally defined as defective inferences, i.e., types of arguments
that are logically invalid. More recently, from a pragmatic perspective, they have been defined
as violations of the typical performance rules of a particular ideal type of argumentative
engagement [22], and as inappropriate shifts between different types of dialog, noting that the
intended move is inappropriate within the applied pragmatic context [23]. Although it occurs in
a variety of settings, political debate serves as a natural testing ground for this form of fallacious
reasoning. For example, the ad hominem fallacy, which attacks the person or entity making the
argument rather than the argument itself, is one of the most commonly cited fallacies in political
debate. Such arguments can sound convincing and are intended to mislead the audience into
believing the validity of the argument [24].



Currently, there are several types of fallacies, such as hasty generalization, ad hominem,
ad populum, false causality, circular reasoning, appeal to emotions, red herring, false deduction,
credibility fallacy, false dilemma, straw man, and intention [25]. After analyzing these fallacies,
we found that some of them are closely related to the emotion of contempt. For example,
contempt may lead one to disqualify the opponent by attacking his character, intelligence, or
morality instead of addressing his arguments, which leads to ad hominem fallacies. In addition,
contempt can motivate the presentation of arguments in an exaggerated or oversimplified
manner in order to distort the opponent’s argument, which is a straw man fallacy. Another
fallacy related to the emotion of contempt is the appeal to emotion, which consists of appealing
to emotions rather than presenting a logical argument, i.e., using disgust or contempt to evoke
a strong emotional response that distracts from the logic of the argument. For example, the
question “Do you really want to support someone who advocates such disgusting practices?”
for the opponent.

In conclusion, the use of emotions for disinformation detection is an area that has already
been explored and experimented with, and emotions have been shown to be complementary to
disinformation detection. Integrating emotion recognition tools and techniques into disinfor-
mation detection will strengthen the ability to combat information manipulation and promote a
more transparent and evidence-based information environment. However, challenges remain,
such as the lack of public datasets in Spanish and problems related to multimodality. Regarding
fallacies, a strong relationship with emotions is observed, but studies exploring this possibility
to improve detection are still lacking.

Therefore, my thesis will focus on the creation of a multimodal public dataset in Spanish
for emotion identification and misinformation detection, aiming to address the lack of public
datasets in these two research areas. In addition, different multimodal approaches for emotion-
based misinformation detection, which is one of the main challenges raised in [6], will be
explored. As for fallacies, which are errors in logic or reasoning that can lead to incorrect
conclusions, emotions can be a key feature in their identification. Therefore, it is also proposed
to integrate emotion recognition into fallacy detection using a public dataset.

We are currently in the phase of identifying emotions related to misinformation and fallacies,
as well as collecting more multimodal data in the Spanish MEACorpus 2023. In addition, we are
adding examples of the emotion of contempt to the corpus in order to improve the performance
of the models in identifying misinformation and fallacies.

4. Conclusions and Further work

This Ph.D. thesis aims to investigate multimodal emotion recognition and apply it in the political
domain to detect misinformation or fallacies. To achieve this goal, first, the current state of the
art in the field was reviewed. Second, a multimodal dataset of audio and text, called Spanish
MEACorpus 2023 [9], has been compiled and published for emotion recognition in Spanish
and different multimodal approaches have been evaluated, from text-based ER to approaches
based on the fusion of automatic speech recognition models such as Wav2Vec2-BERT with pre-
trained models such as BETO. Thirdly, we have participated in different shared tasks of different
evaluation forums such as CLEF, IberLEF, and SemEval to validate our proposed approaches for



the task of multimodal classification, emotion detection and disinformation detection.
We found that emotion improves the identification of mental illness [26]. Besides, we

participated in several tasks using emotion recognition to improve mental illness identification
and hopeful discourse. We are currently in the process of identifying which emotions are most
correlated with misinformation and fallacies. We have found that the emotion of contempt
is strictly related to certain fallacies, such as ad hominem, straw man, and appeal to emotion.
To this end, we are extending the Spanish MEACorpus 2023 dataset by adding examples of
the emotion contempt in order to create a consistent model for detecting misinformation and
fallacies.
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