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Abstract
The aim of this PhD is to analyze the capabilities of current vector models to deal with lexical ambiguity,
particularly in the context of polysemy and homonymy, with a special focus on how models based on Transformer
architectures represent these semantic phenomena. To achieve the main objective we have set the following
specific objectives: (i) to perform a comprehensive analysis of the state-of-the-art, (ii) to compile a training and
evaluation dataset according to the Word in Context format, and (iii) to extend it with data from other languages,
with the potential to create a cross-lingual dataset including false friends and equivalent forms. In addition, (iv)
to evaluate the computational models and (v, vi) to conduct experiments to compare the results obtained above
with human judgments. To do so, we will compile and create datasets to perform an evaluation in terms of lexical
ambiguity. We will assess state-of-the-art models to see if they are able to identify the different meanings of
ambiguous words in context. Finally, the human judgments on the same dataset will be evaluated and compared
with the computational models that have been analyzed. This analysis will be carried out mainly for the Galician
language, but also for Portuguese and Spanish according to the evolution of the research.
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1. Introduction and Motivation

The development of deep learning and transformer-based models in recent years has been a huge im-
provement for the field of Natural Language Processing (NLP) [1, 2]. Nevertheless, the identification and
processing of lexical ambiguity remains a significant challenge for linguistic technologies, particularly
in the context of automatic and unsupervised approaches [3, 4, 5]. One strategy for evaluating the
ability of computational models to address lexical ambiguity is through Word Sense Disambiguation
(WSD) tasks [6]. The objective of these tasks is to discern the precise meaning of a word within diverse
contextual settings, analyze its behavior, and identify potential solutions [7, 8, 9] .

In the computational modelling of lexical semantics, there are two main approaches, both inspired
by theoretical proposals [10]: (a) symbolic modelling, where each element has a specific meaning in a
network of semantic relations, and (b) continuous approaches, where lexical forms are represented in a
vector space. In the first case, we can highlight the case of Princeton WordNet (PWN) [11], which is one
of the most frequently used lexical resources in the field of natural language processing. WordNet is a
database of semantic relations that groups words into synonym sets (or synsets) and links them to other
words according to their shared meaning [11]. These synsets act as nodes within the semantic networks,
with the relations between them represented as edges [11, 12]. Furthermore, it provides glosses and
examples that help users to illustrate word usages and clarify their meanings in context [12]. In
continuous approaches, we can include both approaches based on the distributional hypothesis [13, 14]
and new models trained with deep learning architectures [15]. In this context, we can differentiate
between two categories: static models such as Word2Vec [16], fastText [17] and GloVe [18], where each
word is represented by a single vector with its meaning in a specific context; and models based on
language models, which present each occurrence of a word in a given context with a different vector
that can potentially disambiguate the meaning of the word in context (BERT [1], ELMo [15] or GPT-3
[19]).
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Lexical ambiguity phenomena, such as polysemy or homonymy, are pervasive across natural lan-
guages and present a challenge to computational models as a single word from may have different
meanings depending on the context [3, 4, 5]. In the context of this thesis, it is appropriate to describe
these two phenomena. Polysemy involves a single lexeme with several related meanings depending
on the context (e.g., the Galician coche ‘car’ referring to a four-wheeled vehicle or a train carriage).
Homonymy, on the other hand, involves a single lexical form consisting of different lexemes with
multiple independent meanings (e.g. the Galician canto as one of the divisions of an epic poem ‘canto’
or as the gap between two walls ‘edge’) [20].

For English, and other languages like Italian and German, there exists a comprehensive array of
resources for the training and evaluation of the resolution of lexical ambiguity in linguistic models.
Some examples include the different WordNets and Word in Context datasets, such as WiC [21], XL-WiC
[22] or ConSec [23]). In contrast, the availability of these resources is very limited for under-resourced
languages such as Galician. Furthermore, the representation of Galician in comparison with the other
languages analyzed is often very small, as evidenced by the XL-WSD dataset [24].

The objective of this PhD is to examine the strategies followed by languages models in the context of
lexical ambiguity in Galician1.

The remainder of this work is organized as follows: Section 2 is dedicated to an examination of the
diverse tasks and challenges associated with lexical ambiguity and word sense disambiguation. Sections
3 and 4 present the objectives, hypotheses, and proposed research methodology. Finally, section 5
presents the preliminary results of the research.

2. Related work

Lexical ambiguity is very important in human language understanding [5] and one of the most common
problems in natural language technologies because it causes misinterpretation of natural language. As
a result, identifying and resolving ambiguity is essential for improving the efficiency and reliability of
these technologies [6, 25].

We talk about disambiguation to describe the process of resolving ambiguity errors where WSD is
one of the most studied aspects by researchers [6]. The main objective of the study of this aspect is to
determine the word sense in a particular context, such as associating words in context with the most
appropriate entry in a predefined sense inventory [7].

One of the most used linguistic resources for lexical disambiguation is WordNet [11]. This lexical
database has become the primary repository for senses in NLP and it is the source of the majority of the
datasets and evaluation frameworks for WSD [7]. WordNet was initially developed specifically for the
English language. However, over time, other languages began to develop their own lexical resources
based on it, for example, Galnet [26] (The Galician WordNet [27]) that is part of the Multilingual Central
Repository [28]. The creation of such resources represents a significant challenge in the majority of
languages, especially for languages with limited linguistic resources, where the investment of time
and human effort is often a significant obstacle. While new automatic and unsupervised methods have
been developed for this purpose, it is also necessary to ensure that they are trained with the quality
and quantity of data to obtain adequate results. For this reason, the most popular option has been to
extend them with PWN using different methods adapted to their developments and needs, looking for
automatic and unsupervised approaches that minimize human and economic effort.

However, there is still a notable disparity between English and other languages in terms of NLP
tools and improvements, as well as the identification and treatment of lexical ambiguity. The gap is
particularly significant when attempting to conduct research and work with under-resourced languages,
such as Galician.

To assess the efficacy of automatic lexical disambiguation, WordNet has been employed to construct
datasets such as WiC [21] to evaluate vector models in a particular context and its extended version

1During the course of the thesis, we will also be able to carry out comparative analyses between other languages such as
Portuguese and Spanish.



XL-WiC [22]. Each instance in the dataset will comprise a target word and two contexts, each with a
specific meaning of the target word. The objective is to identify whether the two contexts of the word
have the same meaning or not. However, Galician is not included in this analysis due to the limited
availability of examples [22].

Regarding the models that will be evaluated, there are the static models, inspired by the distributional
hypothesis, where each vector represents all the meanings of a word [14, 16] and the new models based
on the deep neural networks [9, 29] that have been a revolution in the field [2]. These language models
can model the meaning of words in context since different vectors are generated for each word in each
sentence. Among the most used ones for these tasks, we can mention BERT [1], XLM-RoBERTa [30],
DeBERTa [31], ELMo[15] or GPT[19].

Concerning the behavior of the different models regarding lexical ambiguity, we can observe that
contextualized models [9] are effective in identifying homonyms and distinguishing between meanings
[29, 32, 33]. However, the accuracy of the results declines when the contexts are similar due to the
fine-grained distinctions [8]. In Loureiro et al [8] we can see that Transformer models, specifically
BERT, have high results and capture sense distinctions, even with few examples, grouping polysemous
words according to sense.

Concerning the human interpretation of lexical ambiguity, some studies have demonstrated that
large models are capable of performing in a manner that is similar to human preference [34, 35], but in
Trott et al [36] they found that the human behavior cannot be explained purely by exposure to language
statistics as in the models assessed.

For Galician, the number of resources and datasets created for lexical disambiguation tasks and
models evaluation is very low [33]. This situation places Galician at a position of disadvantage in
relation to other languages in terms of WSD tasks and evaluation. In this context, the present research
proposes the design and creation of datasets to evaluate computational models for cases of lexical
ambiguity, as well as the behavior in cases of inter-linguistic disambiguation, with special emphasis on
false friends. Furthermore, we intend to examine and contrast the results with the human interpretation.

3. Objectives

The objective of our research proposal is to conduct an analysis of the behaviour of current vector
models with regard to lexical ambiguity in Galician. In order to achieve the primary objective, the
following secondary objectives have been proposed.

1. To review the current state-of-the-art in lexical ambiguity for single words and natural language
processing

2. To define and compile training and evaluation datasets in Galician, and eventually in other
languages (Portuguese and Spanish) following the Word in Context (WiC) format

3. To compile a cross-lingual dataset in Galician, Portuguese and Spanish with a focus on the analysis
of false friends

4. To evaluate the performance of computational models in handling lexical ambiguity using the
developed datasets

5. To evaluate human judgments on the same dataset as the computational models analyzed
6. To examine and compare the identification and recognition of the phenomena by humans and

models

3.1. Research Questions

In the first stage of the PhD, the following questions were formulated to achieve the established
objectives:

• RQ1: Is written language sufficient for the assessed models to learn how to resolve lexical
ambiguity or, on the contrary, would other types of information (visual, speech, etc.) be



necessary?
H1: Our hypothesis is that it can be sufficient, but under optimal conditions concerning training
and computing resources as in Loureiro et al [8].

• RQ2: Can distributional models resolve lexical ambiguity?
H2: We assume that it would differ depending on the semantic relationship and the assessed model.

• RQ3: Which models are better to resolve the ambiguity?
H3: Our hypothesis is that the new models based on deep neural networks perform better than
static models [37, 5, 38].

• RQ4: Can the analyzed methods demonstrate an enhanced capacity to comprehend and process
lexical ambiguity in a manner that transcends the limitations of human understanding?
H4: We assume that humans can perform better regarding lexical ambiguity than actual vector
space models [37, 32], but we can have systematic errors [34]. However, in certain models, the
representations utilized to achieve this are largely aligned with human intuitions [38].

4. Methodology

The research will be conducted in the following stages, each one with a specific methodology based on
the actual state-of-the-art in computational linguistics and natural language process.

The initial stage of the research will entail the creation of a training and evaluation dataset based
on WiC [21] for Galician. The dataset will be created, in accordance with the methodology proposed
in the original [21], and the other languages of the XL-WiC [22], using Galnet2 to obtain the context
sentences. Despite the valuable insights it offers, the size of this resource is insufficient for training
and evaluating WSD tools, particularly with regard to the number of example sentences [22], so it was
necessary to work on expanding the examples and words. In relation to the computational models that
will be assessed with this dataset, we will utilize models based on Transformer architectures, in addition
to other proposed architectures throughout the study.

In regard to human behavior and understanding in relation to lexical ambiguity, the objective is
to analyze how people identify some semantic phenomena and assess the limit at which one lemma
changes its meaning to a new one, as well as the extent to which the senses of the same lexeme diverge
from one another. These experiments will be conducted following the standard practices in the fields
and will be guided in their performance of the tasks by the previously established methodology [39, 32].

Moreover, the intention is to create a cross-lingual dataset that will include other languages, such as
Portuguese and Spanish. The details of the dataset have yet to be determined, but it will be structured in
accordance with the format previously outlined. Each instance will contain a word (which should have
the same or a similar lexical form, taking into account orthographic conventions in both languages)
with two contexts: one for Galician and one for the other language (Portuguese or Spanish). The target
word has a specific meaning in each context, which may or may not be the same. The selection of
comparable lexical forms allows for an examination of the performance of the analyzed models in the
context of false friends in closely related languages.

Finally, a quantitative analysis of the results will be conducted through an evaluation employing
accuracy and correlation metrics.

5. Preliminary results

In the initial phase of the investigation, it was determined that the number of Galician examples was
insufficient for the requisite WDS disambiguation tasks [22]. We decided to design a method [40] to

2https://ilg.usc.gal/galnet/



enhance the quantity of Galician examples by translating the English examples associated with a synset
containing a Galician word in Galnet relying on the state-of-the-art of neural machine translation
systems, specifically NOS-MT-OpenNMT-gl-en [41]. In some cases, however, the synset does not have
an associated Galician word. Therefore, bilingual word embeddings were employed as probabilistic
dictionaries to search for new words. The following procedure was utilized: the Wikipedia versions
of each language were processed with FreeLing [42] for Galician and UDPipe [43] for English. Two
monolingual fastText models [17] where trained for each language: with the two versions of the corpus:
one lemmatized, and another representing each word as a lemma_POS-tag pair. Finally, we have mapped
the monolingual models to a shared vector space. Then, we have designed and evaluated straightforward
heuristics to expand Galnet to check if the new sentence can be added as a new one or not. Following
the preliminary experiments, we have increased more than 4,5k synsets and 13k Galnet examples. These
are being employed to construct WiC-type develope in Galician.
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