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Abstract

Natural Language Processing (NLP) systems have made significant strides in recent years, achieving
remarkable success in various applications such as machine translation, sentiment analysis, and question
answering. However, the black-box nature of many advanced NLP models raises concerns about their
trustworthiness and reliability, especially in critical domains like healthcare, legal, and disinformation.
This doctoral thesis addresses the imperative need for enhancing trustworthiness in NLP systems by
integrating explainability mechanisms. The research presented here aims to bridge the gap between
complex NLP models and their end-users by developing and evaluating methods that provide transparent
and interpretable insights throughout the Machine Learning production cycle: data acquisition, prepro-
cessing, training and inference. This doctoral thesis hypothesizes that achieving reliable, explainable,
and unbiased language models will lead to more human-friendly and usable Artificial Intelligence.
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1. Justification of the proposed research

Since the introduction of Transformer-based models such as GPT and BERT, they have revo-
lutionized most Natural Language Processing (NLP) tasks, such as machine translation, text
summarization, and question answering among others. It is clear that Transformer-based models
are the ones that obtain better results than others, even more so if we talk about Large Language
Models (LLM), but due to their complex and non-linear structure, these learning models are
often black-boxes that obtain results in a totally opaque way. This is a major problem, especially
for the application of these models in sectors such as medicine, psychology, or social sciences
which need high reliability, robustness, and safety. Unfortunately, as can be seen in Figure 1,
most of the most widely used models have major reliability problems from several points of
view [1].

All of this is aggravated if we take into account that research in Artificial Intelligence (AI)
and more specifically in NLP has been marked by a SOTA-Chasing trend by the entire scientific
community [2], which is more focused on obtaining better metrics or scores in a leaderboard
of questionable relevance rather than obtaining real insights and their explanation. It would
seem that machine learning has become so powerful (and opaque) that it is no longer important
to ask how it works and why, but this is not really the case. The trustworthiness of Artificial
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Figure 1: Foundation Models Transparency Index. Image from [1].

Intelligence is key for it to have a good impact on society and the acceptance of users to use it
correctly without fears and prejudices. For example, people are more open to use Al if they
know how it works and why they make certain decisions [3].

If we do not know why the Al makes a decision, produces a response or acts in a certain way
we will not know if that decision is really correct, since in many cases this Al response is highly
subjective, variable, and multifactorial. Many papers [4, 5, 6] have shown that Al is plagued by
biases of all kinds, e.g., gender, ethnicity, and religion, which are inherent in the data used for
training and can condition it to make decisions that are dangerous to humans.

In addition, explainability is not only a goal to see why a model makes a decision and to
see the model’s behavior, it also serves to justify that decision and to help users to investigate
uncertain or inconsistent predictions. For example, in my previous work [7], I applied SHAP and
observed that the state-of-the-art models of fake news detection took into consideration spurious
features and named entities, which is a violation of impartiality. Thanks to this application
of explainability I was able to develop a methodology of working to reduce biases in this task
and make the model less biased, more robust to adversarial attacks, more generalizable and
generally more trustworthy. It is worth mentioning that a paper on the application of this
methodology has been written and will be submitted in July.

Trustworthy Al has become increasingly crucial due to the growing landscape of regulations
designed to ensure ethical, transparent, and accountable use of Artificial Intelligence, as can be
seen in Figure 2 from the document of ethics guidelines for trustworthy Al of the European Com-
mision [8]. As governments and international bodies establish guidelines to protect individual
rights and societal interests, Al researchers and organizations must prioritize trustworthiness
to comply with these standards. Trustworthy Al not only helps in avoiding legal repercussions
and financial penalties but also fosters public confidence and adoption of Al technologies. It
encompasses principles such as fairness, privacy, security, robustness, and explainability, which
are essential to mitigate biases, prevent misuse, and promote transparency. Adhering to these
regulations ensures that Al systems operate responsibly and equitably, reinforcing their positive
impact on society while maintaining public trust and safeguarding against potential harm.
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Figure 2: Trustworthy Al, key principles. Image from European Commision [8].

For these reasons, the objective of this doctoral thesis is to bridge the gap between black-
box, biased, and opaque models to a more secure, transparent, unbiased, and generally more
trustworthy Artificial Intelligence in the Natural Language Processing domain.

The remaining sections of this paper are organized as follows: Section 2 covers the background
and related work of Trustworthy and Explanability in NLP; Section 3 the main hypothesis and
objectives of the doctoral thesis; Section 4 the research methodology and experiments for this
thesis; Section 5 the specifics research elements proposed for discussion; Finally Section 6
depicts the conclusions.

2. Background and related work

Trustworthy and explainable natural language processing (NLP) has become a critical area of
research in recent years. With the increasing focus on ethical challenges within NLP, such
as bias mitigation, identifying objectionable content, and enhancing system design and data
handling practices [9], researchers have explored into various aspects to ensure trustworthy
NLP models. For example, recent efforts have been made to enhance the trustworthiness of
Graph Neural Networks (GNNs) through aspects like robustness, explainability, privacy, fairness,
accountability, and environmental well-being [10]. Explainability in NLP has been a key focus,
with research highlighting the importance of interpretability and the application of explainable
AI (XAI) techniques to enhance understanding and trust in NLP models [11].

Model explainability in the Large Language Model’s era of NLP has been a subject of interest,
with discussions on how explainability analysis can help detect issues unique to NLP models
post-training [12]. Additionally, rationalization for explainable NLP has been emphasized,
recognizing the challenges faced in achieving explainability despite the practical applications of
NLP [13]. Techniques such as feature attribution methods have been employed to visualize and
understand the reasoning capabilities of NLP models, aiding experts in comprehending model
outputs [14].



Moreover, the application of NLP in various domains, including social media data mining
and knowledge discovery, has highlighted the significance of NLP in enabling machines to
understand and generate meaningful content from diverse sources [15][16]. The development of
ethical NLP models and the machine learning of ethical judgments from natural language have
been explored, shedding light on the assumptions and methodologies involved in generating
moral judgments through NLP [17]. Furthermore, in the healthcare domain, the use of NLP in
structured real-world data for pharmacovigilance purposes has been investigated, emphasizing
the importance of trustworthy Al criteria in Al model implementation due to the sensitivity of
the task domain [18].

In conclusion, the synthesis of research in trustworthy and explainable NLP underscores the
multidimensional efforts to enhance the reliability, interpretability, and ethical considerations
within NLP models. By addressing issues such as bias, model explainability, and ethical judg-
ments, researchers aim to advance the field of NLP towards more transparent and trustworthy
applications and putting the focus on a key aspect for the application of Al in society, which is
sometimes not given enough importance.

3. Main Hypothesis and Objectives

3.1. Main Hypothesis

The hypothesis behind this line of research is that if we develop explainable, interpretable, and
less-biased models, we can create a more Trustworthy Al which is more usable, human-friendly
and responsible.

This doctoral thesis aims to bridge the gap between black-box, biased, and opaque models to a
more secure, transparent, unbiased robust, and generally more trustworthy Artificial Intelligence
in the Natural Language Processing domain.

3.2. Objectives

1. Analyze the state of the art of Explainability and Trustworthiness in AI and specifically
in NLP.

2. Analyze the possible regulations that exist and will exist in Al to adapt the line of research
and application to these regulations.

3. Analysis and development of datasets and pre-training methodologies that avoid the
potential problems of inherent human language biases.

4. Creation of unbiased, more transparent, and explainable language models for a variety of
particularly sensitive tasks such as fake news detection or sentiment analysis.

5. Design of frameworks to adapt current state-of-the-art models to the reliability needs
required by their specific application domains.

6. Design of an evaluation framework that takes into account the different perspectives of
trustworthiness, and in particular the level of explainability, unbiasedness, and robustness.



4. Research Methodology and Proposed Experiments
To achieve the objectives and validate the hypothesis, the research will proceed in four stages

1. Analysis of relevant literature sources: To achieve the objective of the thesis, an
exhaustive analysis of relevant sources has to be performed. This includes the review of
scientific literature related to language models, explainability, trustworthiness, and the
methodologies related to these concepts that may approach a more Trustworthy Al

2. Experimental design: Development of techniques and methodologies to bring language
models that act as black boxes closer to a more reliable Al For this purpose, experiments
will be carried out applying different NLP and Explainability techniques to obtain key
insights that can guide the development of a Trustworthy AL

3. Trustworthy Data Creation and Curation: Trustworthy data creation and curation
in Natural Language Processing (NLP) is critical to ensuring the accuracy and reliability
of information extracted from textual data and plays a key role in extracting valuable
insights from unstructured text data. For this reason, datasets will be made to drive the
explainable behavior of the language models. Additionally, data preprocessing techniques
will also be developed to ensure privacy and unbiasedness throughout the data lifecycle.

4. Evaluation of results: Application and development of different evaluation metrics that
measure how reliable an Al model is in the different aspects involved (absence of biases,
robustness, interpretability, etc). For this purpose, the key aspects and weaknesses of the
current metrics will be analyzed to achieve a correct evaluation.

5. Research Elements for Discussion

In a field as broad and incipient as trustworthy Al, there is a discussion on a wide range of
issues, but in particular, I show below the 3 elements of the discussion that I am debating in the
current state of the doctoral thesis.

1. Data Collection for Trustworthy AI: The basis of Machine Learning is inductive
learning, i.e., models learn from data. That is why one of the key points to make AI
more trustworthy is to make both the datasets used and the collection process meet the
necessary requirements for it. How can we collect data without biases of any kind? How
do we evaluate if a dataset is biased?

2. Evaluation Techniques for Measuring the Quality of an Explanation: A model’s
quality should be evaluated not only by its accuracy and performance but also by how well
it provides explanations for its predictions [19]. Should we use Informal Examination,
Comparison to Ground Truth or Human Evaluation? What are the advantages and
disadvantages of using metrics such as BLEU [20], ROUGE [21], or Perplexity? Can we
rely on what is relevant to attention mechanisms? [22]

3. Effective evaluation of the degree of bias of a language model. The degree of
trustworthiness of a language model depends on several factors such as its robustness,
interpretability, or absence of bias among others. How can we effectively measure the
degree of bias of a language model? How can we know if there is a real bias in the model



output? How can we identify from which part of the model development cycle the bias
comes?

6. Conclusions

This paper has shown the first steps of my doctoral thesis aimed at developing more explainable,
interpretable, and unbiased models to bridge the gap between black-box models and Trustworthy
Artificial Intelligence in the domain of Natural Language Processing.

For this purpose, the state of the art has been analyzed, the objectives to be achieved have
been presented, the methodology to achieve them has been described and finally, different
elements for discussion have been put on the table.
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