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Abstract
Knowledge Graphs are crucial for structuring and integrating large amounts of data, improving decision-
making and data interoperability, especially in the healthcare domain. This PhD thesis aims to implement
a unified end-to-end framework for building a cross-lingual KG for English and Spanish in the healthcare
sector using NLP techniques. Addressing the reliance on traditional methods in KG construction and the
limited non-English language resources, this work seeks to refine the information extraction process
within unstructured medical texts and facilitate the (re)use of existent ontologies (schema to represent
the real-world).
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1. Introduction and Motivation

The need to effectively structure information has become increasingly important with the surge
of data we experience today [1]. The idea of Knowledge Graphs (KGs) is that they organize
real-world information into triples, consisting of at least two concepts connected by a semantic
relation, encapsulated in nodes and edges, respectively [2, 3]. KGs form the core of many
commonly used applications today, including recommendation systems [4], search engines [5],
and question-answering systems [6].

As an example of a KG in the medical domain, a triplet might represent a patient (concept)
diagnosed with (relation) a specific disease (concept) or a medication (concept) prescribed to
(relation) a patient (concept). This structure allows for a detailed and interconnected represen-
tation of medical knowledge. However, a distinction arises between concepts and instances. A
concept is a type or category, while an instance is a specific example of that concept. Given
the last example, taking Joel (instance) as a patient (concept) diagnosed with (relation) diabetes
(instance), a specific disease (concept).

Knowledge Engineering emerged as the discipline dedicated to designing, developing, and
maintaining systems capable of effectively representing knowledge [7]. In a more updated
definition, this concept encompasses the set of activities aimed at capturing, conceptualizing,
and formalizing knowledge for use in information systems [8]. This systems often use ontologies,
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a structure that represents the real world [9, 10] visualized with nodes representing concepts
and edges denoting relationships.

The construction of a KG is key within Knowledge Engineering, identifying its nodes and
edges in different dimensions; task-specific, domain-specific, or open-domain manner [11]. This
process can be made by experts of the domain or automatically or semi-automatically from
unstructured data such as texts. The automatic process usually relies on Natural Language
Processing (NLP) tasks, specifically, Information Extraction (IE).

Recently, deep learning methods in NLP have enhanced the automation of IE tasks, including
named entity recognition (NER) and Relation Extraction (RE). NER is the task of identifying and
classifying named entities in text into predefined categories [12], while RE involves identifying
and classifying relationships between entities within a text [13]. These advancements enable
the automatic construction of KGs by automating various tasks needed for their construction
[11]. Therefore, we can infer that Automatic KG construction is a crucial aspect of Knowledge
Engineering [14].

Given the necessity of having accurate and structured medical data, which is critical for
improving patient care, clinical decision-making, and medical research, the Automatic KG
Construction process takes importance. This process involves integrating complex, interrelated
data from sources such as Electronic Health Records (EHRs), Electronical Medical Records
(EMRs), clinical trials, and medical literature. Also, well-established medical terminologies like
Medical Subject Headings (MeSH) [15] and Unified Medical Language System (UMLS) [16]
can be integrated into KGs to enhance their utility. An example is SNOMED-CT [17], which
is a KG itself and provides a standardized vocabulary for medical terms, ensuring consistent
terminology across the KG.

The challenges in KG construction within the current frameworks come from the dependence
on traditional machine learning methods for IE [18, 19]. These frameworks often involve
multiple tasks in a pipeline, leading to the propagation of errors at each step [20]. RE is
typically based on classification tasks with predefined relation types [21]. Moreover, most of
the approaches reviewed lack medical resources in non-English languages, such as specialized
terminologies and annotated corpora, limiting the interoperability of KG [1].

The design of ontologies for domain-specific KGs is challenging, primarily based on existing
ones [22]. The evaluation of a KG involves several dimensions, such as accuracy, consistency,
timeliness, and trustworthiness, although there is no clear benchmark [23].

This PhD thesis focuses on the creation of cross-lingual KGs in the Medical Domain, using
an end-to-end unified framework integrating NLP techniques. The aim is to automatically
identify entities and relationships within the text and align them with predefined ontologies,
thus ensuring the accuracy of domain-specific KG.

The structure of the paper is as follows: Section 2 explores the state-of-the-art in automatic
and semi-automatic construction of KGs. Section 3 presents the Open Research Problem, along
with the Hypothesis and Research Questions that form the foundation of this study. Section
4 clarifies the main objective and the related sub-objectives. The Research Methodology is
detailed in Section 5. The paper concludes with Section 6, which presents the Conclusions and
outlines Future Work.



2. State of the Art

KG construction is known by various terms, including KG construction, creation, acquisition,
and building. Additionally, it is sometimes referred to as KG foundation and establishment.
This diverse terminology reflects the breadth of approaches and perspectives in the field. Now
and so on, this tasks will be referred as KG construction.

Rotmensch et al. [18] propose a framework to construct a KG that uses a string-matching
tool to search for concepts defined by Google Health Knowledge Graph (GHKG) and UMLS.
Then, it relates symptoms to diseases from EMRs with statistical models such as Naive Bayes,
logistic regression and Noisy OR. Another end-to-end framework is Health Knowledge Graph
Builder (HKGB), proposed by Zhang et al. [19] to construct disease-specific KGs by utilizing
machine learning (ML) algorithms combined with clinicians’ prior knowledge. The process
involves two KGs: Concept KG and Instance KG, leveraging both structured and unstructured
data through two different pathways. Structured data is transformed into Resource Description
Framework (RDF) (a standard model for data interchange on the web, using a triple structure)
using mapping languages, while unstructured data employs Long Short-Term Memory with
Conditional Random Fields (LSTM-CRF) for NER and a pattern-based algorithm for RE. This
works demonstrate a reliance on traditional machine learning methods for IE in KG construction.

Rossanez et al. [20] present KGen, a shorthand for Knowledge Graph Generation. KGen is a
KG construction framework that employs several independent NLP tasks in a pipeline format. It
processes sentence inputs to extract entities and relations, and links the extracted information
to an existing ontology in the biomedical domain. A modular component carries out each NLP
task. The use of pipelines can result in error propagation at each step.

Finally, Murali et al. [21] presents a survey in which critical aspects in KG construction, such
as representation, extraction, or completion, are analyzed. The survey emphasizes ontology-
based representations to organize and integrate knowledge from various sources, adhering to
EHR standards. For extraction, it highlights entity and relation extraction techniques, noting
that the most commonly used models are Bi-directional LSTM-CRF for NER, and BERT-based
models, along with some reliance on GPT-2 and GPT-3, for RE. Here, RE is often approached
as a classification task, where predefined relation types are used to determine the connections
between entities. As a result, the dependency on predefined types can hinder the ability to
capture nuanced or context-specific relationships, leading to potential inaccuracies in the
constructed KGs.

Within the medical domain, Wu et al. [24] and Abu-Salih et al. [25] agree that the construction
of medical KGs commonly involves extracting entities and relationships from various medical
resources. Using Large Language Models (LLMs) for KG construction can significantly enhance
this process by automating tasks such as NER and RE, thereby improving accuracy and efficiency
[26, 27]. This approach could serve to streamline and optimize automatic KG construction in
the medical field.

Three distinct approaches to perform this IE process for KG construction are identified:

1. NER and RE as independent components, requiring separate training for each. In this
approach, RE functions as a Relation Classification (RC) task, determining the existence
or the non-existence of any semantic relation between the extracted entities. It allows



for the fine-tuning and optimization of entity recognition and relation classification so
that they interact effectively. However, this method demands substantial amounts of
annotated data for optimal performance. Alimova and Tutubalina [28] use BERT-based
models like BioBERT and Clinical BERT for binary relation extraction. They combine
supervised methods with several features, including the distance between entities, word
embeddings, sentence embeddings, entity co-occurrence, and semantic types from MeSH,
among others.

2. NER andRE configured as components within pipeline in amultitasking learning
framework, allowing for simultaneous training while maintaining them as distinct
components. Park et al. [29] proposed two separate modules to perform either NER and
either relation extraction. The NER module uses a pre-trained BERT model on scientific
texts to predict the types of entities within spans. The RE module then concatenates four
vectors: each span-based entity vector, a max-pooled vector from the embedded tokens
located between two entities, and the attention score vector. This approach allows the
model to learn contextual features of the input sentences collaboratively, improving its
ability to predict the relationship between the entities identified by the NER module.

3. End-to-end system where the model is trained as a unique component. This model
internally distinguishes components responsible for NER and RE tasks. Some approaches
in this category aim to address the challenge through an autoregressive method with a
seq2seq model to output each triplet present in the input text [30].

Cross-lingual KGs are KGs that incorporate data from multiple languages, allowing for the
integration and retrieval of knowledge across different linguistic contexts [11]. Each of these
three approaches needs to rely on domain-specific resources in languages other than English,
such as specialized medical terminologies, annotated corpora, and language-specific tools [1],
which are not always available.

Designing the schema for domain-specific KG construction is challenging [22]. The reuse of
established ontologies provides a foundation that enhances consistency and interoperability
across different datasets and applications [31]. However, this process requires careful adaptation
and extension tomeet the specific needs of the domain and application at handwhile maintaining
the integrity and accuracy of the integrated knowledge [32]. Due to this fact, reusing ontologies
already created and depurated would serve to ensure comprehensive and accurate representation.

There is no clear evaluation benchmark for KG construction. The evaluation of a KG is
divided into several dimensions, each representing a specific characteristic inherent in a KG [23].
The common dimensions identified are accuracy, consistency, timeliness and trustworthiness
[23, 33]. Most of these surveys share common evaluation dimensions, but some introduce new
ones depending on the granularity of the evaluation as in Wang et al. [34]. For example, the
dimension accuracy can be divided into Syntactic, Semantic or Timeliness, focusing on the
grammatical rules defined for the domain and/or data model, if data correctly represents real
world facts, and how the knowledge graph is currently up-to-date with the real world state,
respectively. A KG must be thoroughly evaluated in a comprehensive and domain-specific
manner to ensure the KG effectively represents and integrates domain-specific knowledge.



3. Open Research Problem, Hypothesis and Research Questions

The Open Research Problem (ORP) in which the research objectives are based is “Developing
an automated framework to generate domain-specific KGs for the electronic health sector, aimed
at assisting medical professionals in the decision-making process”.

In this line, this research work raises the following Research Hypothesis (RH): “The
integration of existing ontologies with LLMs enables the automatic creation of domain-specific
KGs from Electronic Health Records (EHRs). This approach enhances the organization of
information in the electronic health sector by (re)using ontologies to structure data under
real-world contexts and leveraging LLM-based tools to information extract tasks, thereby
streamlining the process of converting unstructured text into structured, actionable knowledge.”

This research hypothesis intends to solve next Research Questions (RQs):

• RQ1: How to automatically extract a KG from diverse unstructured text in different
languages?

• RQ2: How to effectively (re)use existent ontologies from the Health Sector for KG
construction?

• RQ3: How to evaluate the generated domain-specific KG in a real-world healthcare
decision-making scenario?

4. Objective and Sub-Objectives

Taking the ORP as Research Objective (RO), the Research Sub-objectives (SO) would be:

• SO1. Text to Graph Construction: To design and implement methodologies for ex-
tracting KGs from unstructured, free-format text within the Electronic Health domain in
different languages, using advanced NLP techniques.

• SO2. (Re)Usability of Ontologies: To develop and implement strategies for utilizing
and adapting existing ontologies in the health sector to enhance the construction and
scalability of domain-specific KGs, ensuring that these ontologies are effectively integrated
to support accurate and context-relevant decision-making processes.

• SO3. KGEvaluationmetrics: To establishmetrics and evaluation protocols for assessing
the quality dimensions of generated KGs in the Health Sector, ensuring they accurately
represent the underlying data form EHRs.

• SO4. Framework for automatic KG creation: To ease the usability and scalability
of the proposed framework across different datasets, ensuring that it can be effectively
applied to various types of medical texts and decision-making scenarios

5. Research Methodology

Let’s explore the Research Methodology (RM) crafted to achieve the outlined objectives and
sub-objectives while testing the Research Hypothesis as we can see in figure 1:



Figure 1: Iterative process of the work plan stages.

1. Preliminary Health Domain Analysis and Planning: In the initial stage, we have
performed a preliminary analysis gathering requirements from the health professionals
and analyzing EHRs authored by them. Some specific datasets explored yet include the
E3C corpora [35], a multilingual dataset representing clinical histories in languages such
as Spanish, Basque, English, Italian, and French. It is based on other corpora, including
SPACCC, PubMed, and various other sources. It is related with SO1 and SO4.

2. Ontology Review, Selection and Adaptation: In this phase, we aim to (a) review
existing ontologies that model the health domain to determine which one aligns with the
previously established requirements, (b) select the most suitable ontology, and (c) identify
(if exists) any additional specific requirements that are not yet addressed. Following this,
we will (d) adapt the chosen ontology to comprehensively model the entire problem. It is
related to SO2.

3. Technological Framework Development: In this step, with an ontology in place, we
proceed to (a) choose LLMs and fine-tune them to incorporate the ontology knowledge.
This helps in identifying text spans that correspond to ontology nodes and the relation-
ships between these nodes. (b) After IE step, we structure this information into triplets
using the RDF, thereby forming a formal and usable KG. It is related with SO1 and SO4.

4. Evaluation Framework Development: The final stage involves evaluating the entire
workflow as well as assessing each individual IE task automatically. A test will be designed
to be conducted where health professionals can input cases from their daily practice, and
then apply the methodology to extract a KG specific to each case. It is related with SO1,
SO3 and SO4.

6. Conclusions and Further Research

The challenges in KG construction derive from traditional methods for IE, reliance on pipelines
that propagate errors at each step, the non-reuse of existing ontologies, and treating RE simply



as a classification task, which limits flexibility on KG semantics. Moreover, the limited interop-
erability of KGs due to the lack of non-English resources and the absence of a clear evaluation
benchmark further complicate the KG construction process.

Then the goal of this work is to develop an end-to-end framework for constructing cross-
lingual KGs in the medical domain, integrating advanced NLP techniques to automatically
identify and align entities and relationships with predefined ontologies. This framework aims
to further improve the KG construction process in healthcare data representation and ultimately
improve patient care and clinical decision making in multiple languages.

As it is in an early stage, future works involve refining the NLP tasks with LLMs to handle
more diverse data sources and complex medical terminologies in various languages and medical
domains. Developing comprehensive evaluation benchmarks to assess the quality and perfor-
mance of the constructed KGs. Additionally, collaboration with healthcare professionals will be
essential to ensure that the framework meets the practical needs of health professionals and
improves real-world medical outcomes.
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