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Abstract
The advent of Neural Machine Translation has ushered in a new era of progress in the field of Natural Language
Processing. However, Neural Machine Translation is not without its limitations. It is prone to a number of
translation errors, including omissions, hallucinations, and other issues that arise from the machine translation
process itself. These errors can be problematic in production environments. This thesis will evaluate different
methodologies for automatic Machine Translation evaluation and error detection for low resource languages in
an industrial context.
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1. Introduction and Motivation

This research project is a part-time industrial thesis between the University of the Basque Country
(UPV/EHU) and imaxin|software, a software company from Galicia specialized in Machine Translation
(MT), specially for Spanish, Galician and other LRL. The main topic of this thesis is MT evaluation.

MT can be defined as any use of computer systems to transform a computerised text written in a
source language into a different computerised text written in a target language, thereby generating what
is known as a raw translation [1]. This field has evolved tremendously since the advent of transformer
models in 2017, as well as other text generation tasks [2]. Neural Machine Translation (NMT) generates
more fluent, more natural and more accurate translations than older methods such as Rule-Based
Machine Translation (RBMT) or Statistical Machine Translation (SMT), even between distant languages
[3]. Additionally, the advent of Large Language Models (LLM) has precipitated a paradigm shift in NMT,
giving rise to novel scenarios that evolve at a rapid pace [4]. However, the errors made by these systems
are challenging for users to detect, particularly because the most significant errors are not translation
errors, but errors in the models themselves. This renders them unreliable for both users and companies
that wish to implement them. This is why MT evaluation methods are of such importance [5].

The MT evaluation can be divided into two categories: human evaluation and automatic evaluation,
which has traditionally involved metrics that compare a reference text with the translation hypothesis,
resulting in a corpus-based metric. However, until the advent of recent studies, there has been no
automatic evaluation method capable of detecting and pointing out translation errors due to the intrinsic
difficulty of this task [5].

The novel approaches to MT and MT evaluation are predominantly framed within the context of High
Resource Languages (HRL) such as English. The substantial quantity of data, often annotated, required
to train these types of evaluation systems, or the absence of a basic neural or LLM model, render these
methods ineffective or even detrimental in LRL, such as Galician. This is the rationale behind this thesis,
which seeks to address the following research question: "Which is the most effective method for
detecting errors and evaluating machine translation in an industrial context for low-resource
languages?".
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2. Related Work

In recent years, Natural Language Processing (NLP) has improved and evolved significantly due to the
new architectures and higher computational power [2]. NMT has greatly improved the performance of
RBMT and SMT, particularly after the development of the Transformer architecture [3]. And, more
recently, even LLMs as GPT-31 or GPT-42 have also shown promising results in this field, both for
generic translation [6] and domain adaptation [7].

2.1. Machine Translation Errors

Nowadays, machine translation has become more sophisticated, more fluent and, the advent or mul-
tilingual models, have facilitated the advancement and deployment of MT between distant and LRL
languages. Nevertheless, despite the aforementioned advances, machine translation remains imperfect,
particularly due to the fact that the new type of errors made by these systems are often not identified
by the user, despite their potential for causing significant issues. These errors can be categorised
into two distinct types. The first category encompasses errors intrinsic to the system itself, such as
hallucinations and omissions, whereas the second category comprises translation errors, including
those pertaining to grammar, syntax and style [8].

Hallucinations can occur during translation when the model produces a sentence that is grammatically
correct but does not accurately convey the meaning of the source sentence. These can be either partial,
where only a portion of the source sentence is inaccurately translated, or total, where the entire
translated sentence is incorrect in content [8]. On the other hand, omissions can occur if the model
forgets part of the source sentence, resulting in the loss of relevant information from the original
sentence [9]. These are the most significant errors, as they can result in the loss of information or a
change of meaning in the machine translation. Conversely, syntactic and morphological errors, as well
as the incorrect translation of entities, are inherent to machine translation and may also occur in this
type of models.

The causes of errors intrinsic to neural systems, such as hallucinations or omissions, remain unsolved.
Although these phenomena do not occur generically in machine translation, they can give rise to
misunderstandings and problems in its production. With regard to the errors inherent in machine
translation, it is possible that many may be due to the training corpus itself [8].

2.2. Machine Translation Evaluation

Nowadays MT evaluation can be divided into two main categories: human evaluation and automatic
evaluation. Human evaluation, while more dependable, is more expensive and time-consuming.
It assesses the adequacy of the translation, ensuring that the meaning of the original sentence is
preserved in the translated one, as well as the fluency, ensuring that the translation is grammatically
and syntactically correct in the target language. Within this domain, there exist a variety of evaluation
frameworks. These frameworks serve as a guide for evaluators, providing a consistent approach to the
MT evaluation. Two prominent examples are the Multidimensional Quality Metrics (MQM) and the
Direct Assesments (DA). These type of annotations have been used to train different evaluation models
[10].

2.2.1. Automatic Evaluation: Metrics

On the other hand, automatic evaluation is less costly and time-consuming, but less reliable than human
evaluation. Traditionally, the MT system quality has been evaluated with lexical based metrics. These
metrics provide a score at the sentence or document level by comparing the MT output with a reference
text previously reviewed by linguists or native speakers, named gold standard. This comparison between
the gold standard and the MT output can be done at three levels: at token level, using metrics that
1https://chatgpt.com/
2https://openai.com/index/gpt-4/
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compare both documents token by token, such as Bilingual Evaluation Understudy (BLEU) [11], which
has been the reference metric until nowadays; at character level, such as CHaRacter-level F-score (chrF)
[12]; and, finally, by measuring the number of changes required to transform the MT output into the
reference text such as: insertions, deletions, substitutions or rearrangements. This metric is known
as Translation Edit Rate (TER) [13]. Such metrics have been the subject of significant criticism, with
two key factors being identified as the primary sources of it. Firstly, they are reliant on a reference text
with which to compare the MT output, which is not always feasible in all contexts. Secondly, natural
language is highly versatile, thus they may evaluate as erroneous translations that are in fact correct,
even if they differ from the gold standard [14].

More recently, metrics based on embeddings have emerged. These metrics extend beyond a mere
lexical comparison of translations and references, instead enabling a semantic comparison at the word
or sentence embedding level. An example of this type of metric is the Crosslingual Optimized Metric for
Evaluation of Translation (COMET), a multilingual MT evaluation framework that is able to evaluate
MT with different reference-dependent and reference-free models [10].

Another method for automatic MT evaluation is Qualitative Estimation (QE). It is the task of
estimating the quality of MT in real time without the need for reference translations [15]. Some
examples of QE metrics are TransQuest3 [16, 17], a bilingual and multilingual framework that uses
XLM-R embeddings of source and hypothesis sentences to predict the QE score; wmt-comet-qe-da and
wmt-cometkiwida models4 [18]. Although there is an advantage in not requiring a reference text for
evaluation, QE is often limited to HRL and general domains, as it requires an annotated training corpus.
This MT evaluation can be conducted at the word, sentence, or document level [15].

2.2.2. Automatic Evaluation: Error Detection

In recent times, a number of studies have been conducted with a view to examining the phenomenon
of error detection in greater depth. For instance, LLMs have shown a high capacity to evaluate machine
translation through error analysis, pointing out errors and even explaining them and suggesting
improvements to the translation. However, they still fail to correlate error analysis with translation
quality metrics [19]. Despite the good quality shown by big LLMs as GPT3 or GPT4, when attempts have
been made to replicate this task in open-source LLMs such as LLAMA,5 the results have deteriorated
[20].

On the other hand, Unbabel,6 the COMET development company, has released a new model
(XCOMET7) which is capable of detecting linguistic errors and hallucinations and classifying them
according to their severity: minor, serious or critical [20]. Nevertheless, both the LLMs and XCOMET
have only been tested in HRL, such as English, Chinese or Russian. LRL have less presence in large
language models or less training data for training this types of systems.

In this context, Dale et al. [9] have produced manually annotated datasets to detect hallucinations
and omissions. These datasets encompass 18 language pairs, including HRL pairs, LRL pairs, and one
zero-shot pair. This work aims to advance the field of hallucination and omission detection and is the
first one to produce a human annotated dataset to this purpose.

Finally, another significant contribution to this field is that of Don-Yehiya et al. [21]. In this work
they have investigated the possibility of predicting the quality of a translated sentence based on the
semantic and linguistic characteristics of the source sentence. To this end, they have developed a model
capable of determining the intrinsic difficulty of a source sentence. In this work, they have been able
to conclude that the characteristics of a sentence determine the difficulty or ease of translation for
different machine translation models. Consequently, it is now possible to predict whether a sentence is
going to be mistranslated before it occurs. This can also be of great assistance to both linguists and

3https://huggingface.co/TransQuest/monotransquest-da-en_de-wiki
4https://github.com/Unbabel/COMET/blob/master/MODELS.md
5https://llama.meta.com/
6https://unbabel.com/
7https://unbabel.com/xcomet-translation-quality-analysis/
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users. But more investigation is needed.
In conclusion, research on error detection in machine translation or generative tasks is still in its

infancy and is only being developed for HRL. For other contexts such as LRL and very specific domains,
there is very little training corpus or presence of these languages in the base models. Moreover, both the
language models and the methods used by neural models such as COMET require a high computational
cost, which makes them inefficient methods to put into production in small companies.

3. Research Questions and Hypotheses

3.1. Evaluation Metrics

RQ1: What is the starting point? In order to assess the value of the information that some of the
metrics mentioned in section 2.2.1 can provide, the initial step of this thesis will be to establish, for the
first time, the state of the art in machine translation for Spanish–Galician and English–Galician pairs.
The first part of this research question has been published at PROPOR 2024.8 In this first paper, we
have conducted an exhaustive evaluation of all extant models for these language pairs, encompassing
both NMT and RBMT systems, across several test datasets pertaining to the general, legal, and health
domains. The metrics employed were BLEU, chrF, TER, and COMET, in addition to an error analysis
[22]. The remaining translation direction will be published in due course.

The results obtained in this initial study indicate a correlation between the lexical-based metrics. This
implies that they exhibit homogeneous results, with minimal variation between them, and consistently
follow the same patterns across models. In contrast, COMET yields considerably higher results than the
lexical-based metrics, with smaller differences between models. From these initial findings, it can be
concluded that the metrics are useful for identifying models that exhibit poor performance, indicating
the need for further revision and retraining. Conversely, models with high metrics scores demonstrate
satisfactory performance, although the metrics themselves provide limited insight into the nuances of
translation quality.

RQ2: If each sentence is individually evaluated, can we identify a correlation between the
metrics and the errors? Once the corpus-level evaluations have been completed, another question
that must be addressed is whether the sentence-by-sentence evaluation aligns with the error analysis.
This entails determining whether and how the metrics penalise the same types of errors. To answer
this question, the same metrics mentioned in RQ1 will be employed to evaluate the generic corpus on a
sentence-by-sentence basis. The primary hypothesis is that, contingent on the typology (lexical-based,
edit distance-based or embedding-based), each metric will impose a distinct penalty on the errors
identified in the sentences. Consequently, each metric will yield disparate insights.

RQ3: Can errors in machine translation be identified prior to their occurrence? As evidenced
by the Don-Yehiya et al. [21] work and the analysis made in García and Rigau [22], which revealed
that each translation model consistently produces similar errors, our hypothesis is that it is feasible to
develop a model that can predict the likelihood of certain linguistic phenomena being challenging to
detect in the target language, contingent on the translation model employed.

3.2. Error Detection in the Machine Translation

RQ4: What is the most appropriate methodology for the generation of annotated data in a
LRL? One of the significant limitations of a low-resource language such as Galician for the training of
systems capable of detecting errors is the lack of an annotated corpus. Works such as XCOMET [20],
PreQuel [21] or the LLM themselves have required an annotated corpus with errors for their training.
In the case of Galician, it would be necessary to generate this kind of data from scratch. Consequently,
we will adopt the methodologies proposed in Guerreiro et al. [20] to tag data in accordance with
the characteristics of the MQM corpora, or the methodology proposed by Dale et al. [9] to generate
annotated corpora with hallucinations and omissions.

8https://propor2024.citius.gal/
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RQ5: Is it possible to detect MT errors through interpretable Semantic Textual Similarity
(iSTS)? Semantic textual similarity is defined as the measure of semantic equivalence between two
blocks of text [23]. In the WMT12, Castillo and Estrella [24] proposed, for the first time, the use of
semantic textual similarity as machine translation evaluation. They proposed the use of WordNet to
calculate how much equivalent is a hypothesis sentence to a reference. They achieved, at that year,
promising results at system level. Nowadays, metrics as COMET or BLEURT [25] use sentence and
word embeddings to compare the semantic similarity at word or sentence level.

In contrast, to the best of our knowledge, there has never been a proposal for the use of interpretable
semantic textual similarity in MT evaluation and error detection. iSTS can be defined as giving meaning
to semantic similarity between short texts [26]. See the example in Figure 1.

(a) The following two sentences, taken from Lopez-
Gazpio et al. [27] provide an explanation of the
interpretability layer between two similar sen-
tences in the English language.

The two sentences are very similar. Note that ’in bus
accident’ is a bit more specific than ’in road

accident’ in this context. Note also that ’12’ and ’10’
are very similar in this context. Note also that ’in

Pakistan’ is a bit more general than ’in NW
Pakistan’ in this context.

(b) Explanation given by the model in Lopez-Gazpio
et al. [27] about the differences between the two
sentences in subfigure 1a.

Figure 1: Figures taken from Lopez-Gazpio et al. [27] article that explain the interpretable Semantic Textual
Similarity model approach.

In Subfigure 1a, 12 killed in bus accident in Pakistan and 10 killed in road accident in NW Pakistan
differ from each other in two minor respects: the number of people killed and the type of accident.
Although the meaning conveyed by the two sentences is similar, it differs between them. It is precisely
these aspects in which the two sentences differ that are highlighted in the text of the Subfigure 1b [27].
This thesis therefore proposes the extension of iSTS to a multilingual and crosslingual context as an
evaluation approach for machine translation. In this context, the interpretability layer will function as
an error analysis that is able to explain the MT errors to the user. The aim is therefore to develop a
metric capable of identifying discrepancies between languages without the need for a reference test.
The hypothesis is that, with the current development of neural networks and large language models, it
will be possible to expand iSTS to a multilingual context. The objective is to optimise this technique to
achieve a metric similar to XCOMET, but capable of explaining errors and not just classifying them.

RQ6: Can open-source LLM identify errors in LRL contexts? As previously stated in section
2.2.2, despite the remarkable capacity of large language models, such as GPT3 and GPT4, to conduct
error analysis on MT evaluation [19], Guerreiro et al. [20] have also indicated that open-source LLM
exhibit inferior performance and fail to attain the quality of private LLM.

Currently, there are two LLM available for Galician: Carballo-bloom-1.3B9 and Carballo-cerebras-
1.3B.10 In spite of that, none of them are fine-tuned to MT, MT evaluation or other specific tasks. We
will conduct in this thesis a fine tuning of Carballo-bloom-1.3B, as it is a model based on FLOR-1.3B11

that has been also based on the multilingual LLM Bloom-1.7B.12 Consequently, it is anticipated that the
ability to recognise languages other than Galician, such as English or Spanish, will be demonstrated.
The advent of enhanced techniques for enhancing these models, even in the context of low-resource
languages, suggests that even modest LLM may yield satisfactory performance.

9https://huggingface.co/proxectonos/Carballo-bloom-1.3B
10https://huggingface.co/proxectonos/Carballo-cerebras-1.3B
11https://huggingface.co/projecte-aina/FLOR-6.3B-Instructed
12https://huggingface.co/bigscience/bloom-1b7
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3.3. Error Correction

The objective of this study is not only to identify errors in machine translation but also to ascertain the
feasibility of correcting them. The following section presents two hypotheses that have been formulated
in this regard.

RQ7: Can we use multilingual models to translate from one bad MT to a good MT? One
of the research questions to be addressed in this thesis is whether it is possible to use multilingual
models to translate from one language into the same language in order to improve the MT made by
another model. That is, to provide the model with an MT with errors and have it translate it into the
same language, in order to rectify the existing errors. The hypothesis is that a multilingual model with
sufficient knowledge of the language will be able to correct a machine translation generated by another
model.

In order to achieve this objective, we will be utilising the multilingual models M2M10013 [28] and
NLLB20014 [29], which include Galician among their languages and have been identified as the most
effective in García and Rigau [22].

RQ8: Is it possible to improve translation models based on error detection? The hypothesis
put forth for this research question is that every model will make certain types of errors. Therefore,
detecting these errors will not only assist the user, but also serve as a basis for retraining in order to
improve the model.

4. Timeline

2023 2024 2025 2026 2027

RQ1& RQ2

First paper publication at PROPOR 2024

RQ3 & RQ5 & RQ6

RQ4 & RQ7 & RQ8

Figure 2: Thesis Timeline

The Figure 2 illustrates the planning of the thesis. The initial part will encompass an examination of
conventional MT evaluation metrics and will mark the significant shift occurring in the realm of MT
and its evaluation as a result of the advent of LLM. A preliminary paper on this aspect of the research
has already been published as it has been mentioned in section 3 for RQ1. By the end of 2024, the initial
section of the thesis is anticipated to be completed, addressing RQ1 and RQ2.

On the other hand, as previously discussed in section 3, the publication of the new LLMs for Galician
will be accompanied by experiments aimed at retraining them for MT and MT evaluation. To this end,
it will be necessary to create an annotated corpus with errors and their typology, which will address
research RQ4 and RQ6. Similarly, the creation of these corpora will permit the training of systems based
on embeddings to detect errors, thereby providing an answer to RQ5. Furthermore, the detection of
errors prior to translation will be facilitated, thus providing an answer to RQ3. The commencement of
this part of the thesis is scheduled to take place between mid-2024 and mid-2026. Finally, the final year
will be dedicated to enhancing the systems themselves by identifying errors (RQ8) or improving the
translation process (RQ7).

13https://huggingface.co/facebook/m2m100_418M
14https://huggingface.co/facebook/nllb-200-distilled-600M
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5. Conclusions

In conclusion, the aforementioned experiments in Section 3 will be employed in order to ascertain
the optimal methodology for MT evaluation for a LRL in an industrial context. Given the rapidly
evolving environment in which we have been living in recent years, the new technologies that are
being generated tend to be focused on HRL and require a very high computational cost for SMEs. The
objective of this thesis is to conduct a comparative study of the existing technologies and to assess their
potential for implementation in a real-world context.
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