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The dataset was generated using the following 

parameters to ensure consistency across all PRNGs: 



 

Figure 1: MT dataset distribution 

 

Figure 2: LCG dataset distribution 

 

Figure 3: Xorshift dataset distribution 

 

Figure 4: MiddleSquare dataset distribution 



Sample Size: Each PRNG was used to generate a sequence 

of 10,000 numbers, with n = 10000, to create a 

substantial dataset for training and evaluation. Seed 

Value: A common seed value of 8956482 was applied to 

initialize each PRNG, ensuring that the starting point of 

the pseudorandom sequence was consistent across 

different generators. Word Size: For PRNGs where 

applicable, such as MiddleSquare, a word size of 8 bits 

was selected, balancing the need for computational 

efficiency with the desire for sequence complexity. 

Sequence Length: The output was segmented into 

sequences of length 10, which were then used as 

individual data points for the subsequent analysis. This 

sequence length was chosen to provide enough data for 

recognizing patterns without overwhelming the 

analytical models.

 

 

 

 

 

 

 

 



 

 

 

To systematically assess the effects of various 

hyperparameters on model performance, we tested a 

wide array of combinations, encompassing: 

• 

• 

• 

• 

• 

 

Output Lengths: For continuous value prediction, 

output lengths of [1–4] were tested. This range was 

selected to assess the models’ ability to forecast multiple 

steps in the PRNG sequence.

 

 



 

For single-output predictions, our experiments have the 

following results. 

Xorshift: The RNN model with 32 neurons, 5 layers, 

and the ReLU activation function emerged as the top 

performer, achieving a mean score of 0.9898 (Table 1). 

However, both Hybrid and CNN models came close to the 

same success rate suggesting that the Xorshift sequence 

characteristics are not particularly difficult to capture. 







 









 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 


