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Abstract
The robustness of recommendation models is typically measured by their ability to maintain the orig-
inal utility when exposed to attacks. In contrast, robustness in fairness pertains to the resilience of
fairness levels in the presence of such attacks. Despite its significance, this latter area remains largely
underexplored. In this extended abstract, we evaluate the robustness of graph-based recommender
systems with respect to fairness from both the consumer and provider perspectives, under attacks
involving edge-level perturbations. We analyze the impact of these perturbations on fairness through an
experimental protocol involving three datasets and three graph neural networks. Our findings reveal
severe fairness issues, particularly on the consumer side, where fairness is compromised to a greater
extent than on the provider side. Source code: https://github.com/jackmedda/CPFairRobust.
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1. Introduction

Recommender systems are designed to align with consumers’ preferences by suggesting con-
tent that matches their interests while also achieving the visibility and engagement goals of
content providers. However, this balance can be disrupted by targeted attacks that manipulate
recommendations to serve the attacker’s objectives, compromising the experience of both
consumers and providers [1, 2]. Other research fields, such as computer sensing [3, 4] and code
generation [5], have utilized attacks constructively to enhance performance or develop defense
mechanisms. In a similar manner, the literature in recommender systems predominantly pursues
these goals by focusing on attacks that disrupt model recommendations and, consequently, their
utility. This often involves poisoning attacks, which alter training data by adding fake users.

Concerns over fairness inmachine learning systems, driven by new regulatory frameworks [6],
have intensified efforts to evaluate [7, 8, 9, 10, 11, 12], mitigate [13, 14], and explain [15, 16, 17,
18] fairness issues affecting both consumers and providers. Despite this growing focus, the
integration of robustness and fairness objectives remains underexplored, and comprehensive
studies on the robustness of fairness in recommender systems against specialized attacks are
absent. While other domains have begun to address the interaction between attacks and
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fairness [19], previous studies that have explored robustness beyond accuracy, such as certified
robustness techniques and fairness attacks, have predominantly focused on classification tasks
rather than recommender systems. In the recommendation domain, robustness beyond utility
has been examined in relation to bias [20] and sparsity [21], yet fairness concerning protected
groups remains largely unaddressed in the literature [1].

In this extended abstract, we summarize our prior work [22] on a comprehensive analysis of
the robustness of graph-based recommender systems in terms of fairness, a concept we refer to
as robustness in fairness. Specifically, we investigate the extent to which fairness, from both the
consumer and provider perspectives, remains stable under attack scenarios. Given the strong
performance of graph neural networks (GNNs) in recommendation tasks and the wide range
of attacks targeting graph data [23], our study explores the impact of edge-level perturbations
(addition and deletion) on robustness in fairness. We examine a white-box scenario where an
attacker aims to compromise the group fairness of a recommender system. Such attacks may
have real-world consequences, including damage to a company’s public reputation [24].

2. Methodology

To test the robustness in fairness of GNN-based recommender systems, we extended an approach
that perturbs a graph at the edge-level to explain the predictions in several downstream tasks [25,
26, 18]. The extended approach iteratively performs poisoning-like attacks andmonitors fairness
as the user-item interaction graph gets gradually perturbed, encompassing different types of
perturbations and fairness operationalizations. To estimate the impact of such an attack on
robustness in fairness of recommender systems, we follow [1] and define (𝛾 , 𝜖) − 𝑟𝑜𝑏𝑢𝑠𝑡𝑛𝑒𝑠𝑠.
Given a user-item interaction graph represented by an adjacency matrix 𝐴, a fairness metric 𝑀,
a GNN 𝑓 parameterized by 𝑊, (𝛾 , 𝜖) − 𝑟𝑜𝑏𝑢𝑠𝑡𝑛𝑒𝑠𝑠 can be formalized as follows:

Δ = 𝑀(𝑓 (�̃�, 𝑊 ), 𝐴) − 𝑀(𝑓 (𝐴,𝑊 ), 𝐴), ‖Δ‖22 ≤ 𝜖, |�̃�| ≤ 𝛾 (1)

where �̃� denotes the perturbed adjacency matrix and �̃� the set of candidate edges. A model is
(𝛾 , 𝜖) − 𝑟𝑜𝑏𝑢𝑠𝑡 if an attack bounded by a budget 𝛾 causes a change in fairness level lower than 𝜖.

To define 𝑀, we draw on recent works that emphasize the importance of the group fairness
notion of demographic parity from both the consumer [7, 27, 28] and provider perspectives [16,
9, 14]. We formalize 𝑀 in a binary setting as the absolute difference in impact (e.g., utility for
consumers [27] and exposure [29, 16] for providers) across two groups based on the related
stakeholder. Specifically, recommendation utility for consumers was operationalized into two
approximated metrics of 𝑀. Consumer Preference (CP) measures consumer fairness as the
disparity across consumer groups in rank-aware top-𝑘 recommendation utility, assessed using
NDCG@𝑘. On the other hand, Consumer Satisfaction (CS) evaluates consumer fairness based on
the disparity across consumer groups in rank-agnostic top-𝑘 recommendation utility, measured
with Precision@𝑘 (P@𝑘). Similarly, exposure objectives for providers were operationalized into
two approximated metrics of 𝑀. Provider Exposure (PE) quantifies provider fairness as the
disparity in rank-aware exposure [9, 29] across provider groups. On a different line, Provider
Visibility (PV) assesses provider fairness as the disparity in rank-agnostic exposure, also referred
to as visibility [29], across provider groups. For all these operationalizations, 0 indicates fairness
and values close to it are better.



3. Experimental Evaluation

Given our objective of comprehensively testing robustness in fairness across intermediary
perturbation stages, we do not perform a classic poisoning attack as defined in [1, 2], but we
estimated Δ through the perturbed adjacency matrix �̃� generated at the inference stage.

Datasets. We opted for MovieLens-1M [30] (ML1M), Last.FM-1K [31] (LF1K), and Insurance [32]
(INS). We assessed consumer fairness on gender and age groups, and provider fairness across
short-head and long-tail items [16, 14]. Please refer to our full article [22] for more details.

Models. We selected consolidated baselines in graph collaborative filtering, namely GCMC [33],
LightGCN (LGCN) [34], and NGCF [35], which cover different modern GNN architectures.

Results. Figure 1 reports the demographic parity estimates (y-axis, DP) for each fairness
metric 𝑀 (x-axis) under both edge addition (blue) and edge deletion (orange) from the original
graph. The data points represent each iteration of the perturbation process, with point sizes
increasing as more edges are perturbed (increased budget 𝛾). A model robust in fairness would
be represented by points close to the dashed line (original 𝑀 value of the model without
perturbation), while far points indicate that the perturbed edges affected the fairness level.
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Figure 1: Demographic parity estimates for each fairness metric during edge addition (blue) and edge
deletion (orange). Points, sized based on the extent of perturbation, indicate the impact of edge changes
on fairness. Points near (far from) the dashed line suggest higher (lower) robustness in fairness.



On the consumer side, NGCF demonstrates the highest robustness, with points generally
clustered closer to the dashed line compared to the other models. GCMC and LGCN exhibit
similar behavior, particularly regarding Consumer Satisfaction (CS), where edge addition (∔
Add) substantially impacts demographic parity (DP) more than edge deletion (∔ Del). Some
experiments suggest that dataset characteristics can influence attack outcomes. For example,
GCMC was notably affected by edge deletion (∔ Del) on Consumer Preference (CP) under LF1K,
while NGCF’s sensitivity to edge addition (∔ Add) varies for age groups.

On the provider side, the original systems exhibit a high degree of unfairness, which in turn
may influence the model robustness in fairness. Indeed, edge perturbations do not remarkably
alter such robustness, as observed under LF1K for instance. In other scenarios, edge deletion
proves more effective in influencing robustness in provider fairness compared to edge addition
(∔ Add), such as under INS. Notably, NGCF shows increased sensitivity to perturbations under
INS, and the differences between GCMC and LGCN are more pronounced. This sensitivity may
be due to the GCMC encoder interpreting added edges as noise, while LGCN’s linear step views
them as new information. Extended results can be found in our original study [22].

4. Conclusions and Future Works

In this extended abstract, we defined robustness in fairness and raised attention towards the
issues caused by related attacks in recommendation. Compared to prior work, our analysis aimed
to assess the robustness in fairness of GNN-based recommender systems against poisoning-like
attacks based on edge-level perturbations, focusing on the models’ robustness and not on the
attack itself. From our results (in this extended abstract and in the original study [22]), the
tested models exhibit a higher sensitivity to attacks tailored for consumer fairness compared
with provider one. Specifically, the unfairness level across consumer groups can be increased
by a restrained amount of perturbations, whereas the impact on provider fairness is limited
by the prior unfairness level. Despite the limited set of considered models, they represent
consistent baselines in the literature and good candidates for analyzing a topic still unexplored
in recommendation compared with other fields. In future works, we plan to cover a wider set
of models, investigate perturbations based on re-wiring, and explore grey- or black-box attacks.
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