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Abstract
Conversational agents offer a natural way to interact with users, providing a wide range of
services in different fields. In the healthcare sector, conversational agents can be used to
provide information about medications, diseases and treatments. In this paper, we present a
conversational agent designed to provide information about Patient Information Leaflets (PIL),
originated from the SeSaMo web service. The conversational agent is powered by a Large
Language Model and uses a Retrieval-Augmented Generation (RAG) framework to generate
the text. We present the preliminary results of the system, showing that the RAG framework
can be used to generate high-quality text. The next steps will be to expand the architecture to
handle questions about multiple medications and to provide information about the interactions
between them, evaluating the system with a larger dataset of questions and answers.
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1. Introduction
A conversational agent is a system engineered to exploit natural language, enabling
text-based communication with users. Leveraging on chat-bot technologies significantly
enhances platform accessibility [1], enabling elderly and disabled people to use natural
language to interact with applications. The adoption of chat-bots has been growing in
different settings, with development focused on enabling interaction with the public in
different fields, such as in healthcare [2], education [3] and customer services [4]. With
the recent breakthroughs in the NLP (Natural Language Processing) and then with the
release of chat-bot services (e.g. ChatGPT [5]), the quality bar expected from these kind
of agents has risen significantly, creating new challenges and opportunities for researchers
to improve conversational agents. Especially in the healthcare sector, conversational
agents offer promising applications, enabling citizens to access online services such as
appointment booking and disease information through natural language interaction.
Despite the challenges posed by the need for high adaptability and large data processing
requirements, leveraging conversational agents in healthcare can significantly benefit the
public by providing more efficient and simplified access to services.
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2. Aims
In this paper, we present a early and experimental conversational agent based on LLMs,
designed to provide information, upon questioning, about Patient Information Leaflets
(PILs). A PIL is a document that provides information about a drug, such as its
composition, its indications, its contraindications, its side effects and how to use it.
At the time of writing, the Italian region Friuli-Venezia Giulia provides a web service
called SeSaMo1 that allows users to search for a medication’s PIL by providing its name.
The presentation of the PIL content is in plain text, resulting in a long and difficult to
read document. Given the importance of delivering clear information about medications
[6], the conversation agent is designed to provide a user-friendly way for accessing the
knowledge contained in the PIL. This empowers patients not only to ask questions about
a single drug, but to seek information about interactions with other medications, too.
The objective is inherently challenging, given that the conversational agent is powered
by a Large Language Model, which they are know, while providing great interactivity
and adaptability, to be prone to hallucinations and consequently generating incorrect or
misleading information [7]. This pose the obstacle of designing a conversational agent
capable of providing correct and reliable answers only when such proposed answers are
correct, all while engaging with the user in a natural and compelling manner. This paper
acknowledges the importance of UX design and scalability in conversational agents [8],
but focuses on improving the accuracy and efficiency of information retrieval instead.

3. Related Work
The benefit of an easier way to access the information contained in the PIL has been
widely studied in literature. An experiment conducted by Berry et al. [9] shows that
the use of a more personalized style in the PIL presentation can significantly increase
the user satisfaction and lower the ratings of likelihood of side effects occurring. Other
works highlight the beneficial effects of having patients understanding the PIL’s content
[10, 11].

Focusing on conversational agents in healthcare, systematic reviews such as Laranjo et al.
[12] and Tudor Car et al. [13] report that the usability and satisfaction of conversational
agents is generally high between users, while the effectiveness is mixed, underlining the
need to improve the quality of the services provided by conversational agents. When
implementing LLM-driven chat-bots, the necessity of elaborating substantial amount of
data is well-established: to manage all of this information, while ensuring the correctness
of the generated text, the literature advice to leverage on Retrieval-Augmented Generation
(RAG) models [14]. Recent studies, like Asai et al. [15], have proposed methods to reduce
hallucinations and inaccuracies in agents, including self-supervised information retrieval
to enhance the quality of generated text. Similarly to the case study presented in this
work, Sanna et al. [16] proposed a framework for constructing medical chat-bots. However,
they do not focus on PILs, but on generically medical question answering.

1https://sesamo.sanita.fvg.it

https://sesamo.sanita.fvg.it
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Figure 1: RAG framework for the conversational agent.

4. Preliminary Methodology
In our early work, we tested very simple RAG implementations to establish a solid
baseline for evaluating the effectiveness of future versions of the conversational agent.
The RAG system is composed as shown in Figure 1. First, the PILs are retrieved
from the SeSaMo web service. Subsequently, the documents are processed by a series
of algorithms to chunk them in smaller parts, which are then embedded using a text
embedding model. During inference, the system embeds the user question and compares
it with the embedded chunks of the PILs: the most similar are then used to generate the
final answer using a LLM. The process follows the standard RAG pipeline, as described
in the literature by Lewis et al. [14].

To implement the RAG, we used LangChain [17] in combination with LlamaCpp [18]
to infer the LLMs. We systematically evaluated the quality of the RAG framework
by defining a sequence of functions (e.g. chain) and slightly altered every step of it.
Specifically, we varied the processing algorithms to chunk the input text, the text
embedding models, the system prompts and the LLMs employed to generate the final
answer. The basic version of the chunking algorithm simply splits the text after 200
characters, while the advanced version leverages the HTML structure of the PILs to
divide the text in more meaningful portions, organizing them by chapter. Similarly, two
versions of the prompt were employed: a basic version that prompted the model to answer
based solely on the context provided and an advanced version that provided additional
instructions on how the model should respond. The full prompts are included in the
supplementary materials1. The text embedding models employed are all-mpnet-base-v2
[19] and paraphrase-multilingual-MiniLM-L12-v2 [20], while the LLMs utilized are
Mistral-7B-Instruct-v0.2 [21] and Llama-2-7b-hf [22].

With a small dataset of handcrafted questions and answers, we evaluated the quality
of the generated text by comparing it with the expected outputs. The comparison is
accomplished by embedding both reference and prediction and subsequently calculating
the cosine distance between them. For the sake of simplicity, we focused on a single drug
in this preliminary work, deferring the evaluation of multiple medications to future work.
The drug taken in consideration is the MOMENT2 by Angelini Pharma. The results are

1https://osf.io/e6vwh
2MOMENT 200 mg coated tablets - Ibuprofen

https://osf.io/e6vwh/
https://leaflet.angelinipharma.com/media/1277/l01_it_601963_02.pdf
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Figure 2: Cosine Distance Scores by Splitting Strategy, Embedding Model, Prompt and Large
Language Model.

shown in Figure 2: the plot displays the distance scores obtained by the different splitting
strategies, embedding models, prompts and LLMs. The lower the score, the better the
quality of the generated text. In all the cases, except one, Mistral-7B-Instruct-v0.2
scored consistently better then Llama-2-7b-hf. The best configuration is the one that
uses Mistral-7B-Instruct-v0.2, paraphrase-multilingual-MiniLM-L12-v2 and two
advanced version of the prompt and splitting strategy.

5. Conclusions and Future Work
The preliminary results are promising, showing that a RAG framework can be used in
a question-answering task about PILs. This framework allows users to ask for specific
information they are looking for, enhancing accessibility and usability. The next steps
will involve expanding the architecture to handle questions about multiple medications
and provide information about their interactions. The framework must also recognize
when it lacks an answer and respond appropriately, which is crucial in healthcare, where
inaccurate information can have serious consequences. We also plan to evaluate the
system with a larger dataset of questions and answers to better understand the quality of
the generated text and identify areas that need improvement. Addressing the challenge
of providing accurate information about drug interactions will be the primary focus.
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