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Abstract
Retrieval-Augmented Generation (RAG) systems enhance the performance of Large Language Models
(LLMs) by incorporating external information fetched from a retriever component. While traditional
approaches prioritize retrieving “relevant” documents, our research reveals that these documents can
be a double-edged sword. We explore the counterintuitive benefits of integrating noisy, non-relevant
documents into the retrieval process. In particular, we conduct an analysis of how different types of
retrieved documents—relevant, distracting, and random—affect the overall effectiveness of RAG systems.
Our findings reveal that the inclusion of random documents, often perceived as noise, can significantly
improve LLM accuracy, with gains up to 35%. Conversely, highly scored but non-relevant documents
from the retriever negatively impact performance. These insights challenge conventional retrieval
strategies and suggest a paradigm shift towards rethinking information retrieval for neural models.
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1. Introduction

Large LanguageModels (LLMs) [2, 3, 4, 5, 6] have shown unprecedented capabilities in generating
human-like text and answering complex questions (and beyond [7, 8, 9, 10]). Despite their
ability, these models are limited by their incapacity to update or expand their knowledge beyond
their pre-training data. This limitation becomes particularly evident when handling queries that
require up-to-date information or specialized knowledge. To address this, among other issues
[11, 12], Retrieval-Augmented Generation (RAG) [13] systems have emerged, which extend the
functionality of LLMs by retrieving relevant information from external sources to augment the
original prompts.

Traditionally, the retrieval component in RAG systems has focused on fetching documents
that are “relevant” to the query [14, 15]. The underlying assumption is that the more relevant
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the information, the more accurate the LLM’s responses will be. However, this approach was
created for another scenario, where retrieved documents would be passed down to a human
to read and review. In this study, we challenge this assumption by investigating the impact
of different types of retrieved documents—including highly relevant, semantically related but
non-relevant (distractors), and completely random documents (noise)—on the performance of
RAG systems.

Our analysis reveals a surprising phenomenon: the inclusion of random documents, often
dismissed as noise, can enhance the accuracy of LLM responses. We observe that strategic
placement of these random documents within the context can lead to accuracy improvements
of up to 35%. In contrast, top-scoring distractor documents, which do not contain the direct
answer but are contextually related, can degrade performance by misguiding the model.

These findings suggest a paradigm shift in the design of retrieval strategies for RAG systems.
Instead of solely focusing on maximizing relevance, incorporating a balanced mix of document
types, including noise, can lead to better overall performance. This counterintuitive approach
calls for a re-evaluation of current retrieval methodologies and paves the way for more effective
integration of LLMs and retrieval systems.

This study’s contributions can be summarized as follows:

• We provide a detailed examination of how different types of retrieved documents—relevant,
distracting, and random—impact the effectiveness of RAG systems.

• We uncover the counterintuitive finding that incorporating random documents, per-
ceived as noise, into the retrieval process can significantly enhance RAG accuracy, with
improvements of up to 35%.

• Our results suggest a need to shift retrieval strategies laying the groundwork for fu-
ture research to optimize RAG system performance by leveraging both relevance and
informational noise.

2. RAG

RAG, along with its variations [16, 17, 18, 19], is a technique that enhances the capabilities of
LLMs by combining two key components: information retrieval and text generation. In this
study, we will concentrate on the task of Open-domain Question Answering (OQA), where the
goal is to answer a question 𝑞 with the support of a corpus of documents 𝒟.

Retriever The retriever’s role is to find a sufficiently small subset of documents 𝒟𝑟 to allow
the reasoner to answer the query correctly. Among the various retrieval methodologies, the
use of a dense retriever has gained prominence due to its effectiveness in handling semantic
matches. The dense retriever processes both the query 𝑞 and potential source documents to
generate corresponding embeddings 𝑞 for the query and 𝑑𝑖 for each document 𝑑𝑖 ∈ 𝒟. The
embedding process can be represented as 𝑞 = 𝐸𝑛𝑐𝑜𝑑𝑒𝑟𝑞(𝑞); 𝑑𝑖 = 𝐸𝑛𝑐𝑜𝑑𝑒𝑟𝑑(𝑑𝑖) where 𝐸𝑛𝑐𝑜𝑑𝑒𝑟𝑞
and 𝐸𝑛𝑐𝑜𝑑𝑒𝑟𝑑 are neural network-based encoders. Once the embeddings are generated, the
retrieval process involves computing the similarity, for instance, cosine similarities, between
the query embedding and each document embedding. According to these scores, the top-ranked
documents are selected for further processing in the generator component.



Reasoner The second step involves a generator component in charge of synthesizing an
answer, typically implemented via an LLM. Generative language models operate by predict-
ing the probability distribution of the next token, given the previous tokens. For a given
sequence of words 𝑤1, 𝑤2, … , 𝑤𝑛, a generative language model aims to maximize the like-
lihood of this sequence, expressed using the chain rule of probability: 𝑃(𝑤1, 𝑤2, … , 𝑤𝑛) =
∏𝑁

𝑖=1 𝑃(𝑤𝑖|𝑤1, 𝑤2, … , 𝑤𝑖−1) where 𝑃(𝑤𝑖|𝑤1, 𝑤2, … , 𝑤𝑖−1) is the conditional probability of the word
𝑤𝑖 given the preceding sequence of words 𝑤1, 𝑤2, … , 𝑤𝑖−1. In RAG, the generative language
model takes a query 𝑞 and the retrieved documents 𝒟𝑟 as input and generates a response
by sequentially predicting the next token in the sequence. More formally, 𝑃𝑟𝑎𝑔(𝑦 |𝑞) ≈
∏𝑁

𝑖 ∑𝑑∈𝒟𝑟
𝑝𝜂(𝑑|𝑞)𝑝𝜃(𝑦𝑖|𝑞, 𝑑, 𝑦1∶𝑖−1) where 𝑝𝜂(𝑑|𝑞) is the retrieval component that provides a

(truncated) probability distribution for the top-scoring documents, and 𝑝𝜃(𝑦𝑖|𝑞, 𝑑, 𝑦1∶𝑖−1) is a
probability distribution parameterized by 𝜃 that generates a current token based on the previ-
ously generated tokens, the query, and the retrieved document; this role is filled by the LLM.
In the case of dense retrieval, the probability distribution for the top-scoring documents may
assume a functional form of the kind 𝑝𝜂(𝑑|𝑞) ∝ exp(𝑞 ⋅ 𝑑).

3. Experimental Evaluation

We perform our analysis on the open-domain version of Natural Questions (NQ-open) [20, 21]
dataset, and we show results for Llama 2 7B-Chat [3]. As a retriever, we utilize the Contriever
model [15], which selects documents from the English Wikipedia corpus. Results are reported
in terms of accuracy; specifically, the answer is considered correct if contains the ground truth.
We perform two sets of experiments.

Table 1
Accuracy results of Llama2 7B-Chat when evaluated with prompts composed of the gold document
and a varying number of distracting� documents. Full results are available in [1].

# � 0 1 2 4 6 8 10 12 14 16 18

Llama2 56.42 42.83 39.74 37.95 38.80 37.48 37.16 39.91 41.18 38.89 37.81

Results I In the first sets of experiments, we study the impact of distracting documents. Those
are the documents that are scored highly by the retriever but are not useful in answering the
question; we indicate these documents with �. To study their impact, we evaluate the LLMs’
effectiveness in an oracle setup, where an increasing number of distracting documents are
added to the gold document. As an example, we might ask “What color is Napoleon’s horse?”
the gold document would say that it is grey, while a distracting one could say that Napoleon’s
wife’s horse is brown. The results, displayed in Table 1, show that LLM accuracy declines as the
number of distracting documents in the context increases, with a decrease of 18.61 points (-33%)
when the context includes 18 distracting documents. This indicates that adding semantically
aligned yet non-relevant documents introduces a layer of complexity that can misguide LLMs
from identifying the correct response.



Table 2
Accuracy of Llama2 7B-Chat in configurations involving random Wikipedia documents and retrieved
documents�.

#
#�

1 2 3 4 5 8 10

0 16.20 18.66 18.76 18.66 19.21 21.98 21.08
1 13.08 16.16 11.77 18.93 19.87 21.35 21.46
2 13.15 16.44 18.95 20.06 21.74 21.56 23.68
3 13.01 17.27 20.08 23.16 22.01 21.98 24.09
5 14.64 20.56 22.33 22.40 21.50 24.51 24.82
8 17.34 20.66 23.36 23.75 24.54 24.16 23.64
10 17.96 21.74 24.00 25.02 24.99 24.20 -
15 20.16 23.54 25.51 25.30 - - -
16 20.32 24.71 25.58 - - - -
17 20.39 24.26 - - - - -
18 20.73 - - - - - -

Results II Table 2 presents results from a more realistic scenario where the gold document is
not predetermined. We model both the addition of retrieved documents, � (rows), and that of
randomly picked documents, (columns). Interestingly, the inclusion of random documents
seems to help the model focus on the correct information within the provided documents, as
indicated by the increase in model accuracy when these documents are included. For instance,
by adding 15 random documents to 4 retrieved ones, there is an increase of 6.64 points (+35%).

4. Conclusion and Future Work

In this study, we explored how different types of retrieved documents affect RAG systems,
focusing on the qualities that a retriever should have to enhance prompt effectiveness for RAG
configurations. Our findings challenge the prevailing assumptions about document retrieval.
Specifically, we discovered that highly ranked retrieved documents that lack the answer can
actually be detrimental to the effectiveness of LLMs. Intriguingly, we found that introducing
completely random documents can boost the accuracy of these systems. These results warrant
a rethinking of traditional IR systems to better suit emerging NLP systems. In our future work,
we plan to investigate whether this behavior is consistent across different types of datasets and
tasks, involving various models.
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