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Abstract
Research has shown that approximately 10% of medical diagnoses are wrong. As a direct consequence,
appropriate medical treatment may be delayed or even absent, leading to an increased burden on patients,
increased costs for medication, or even harm and death. As cognitive biases contribute to roughly
three-quarters of these diagnostic errors, a lot can be gained from increasing a physician’s reasoning
quality during the diagnostic process. Clinical decision support systems (CDSS), leveraging recent
advances in artificial intelligence (AI) and insights from eXplainable AI (XAI), aim at providing accurate
predictions and prognosis paired with corresponding ex-post explanations that make the reasoning of
the system accessible to humans. Viewing explanations as involving the interactive construction of
shared belief, we propose to move from diagnostic decision support to reasoning support which, in its
true sense, needs to tailor the timing and content of generated explanations to the state of the reasoning
process of physicians to meet their information needs and effectively mitigate the influence of cognitive
biases. We claim that, given the uncertain and incomplete information inherent to medical diagnosis,
the most effective way not to fall prey to cognitive reasoning errors is to establish and maintain proper
justification for each decision throughout the diagnostic process. This paper contributes (1) a conceptual
model and desiderata for AI-based interactive reasoning support that enhances reasoning quality through
increased justification at every stage of the process, and (2) preliminary work on the development of the
assistive, co-constructive differential diagnosis system, ASCODI, which provides reactive as well as
proactive reasoning support to improve the justification of actions taken and decisions made during and
after medical diagnosing. We also present selected use cases of ASCODI concerning its application in
supporting the diagnosis of transient loss of consciousness and highlight their connection back to the
theoretical concepts established.
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1. Introduction

Medical diagnoses are key to managing and curing diseases [1], and hinge on a solid catego-
rization of a patient’s symptoms. If done incorrectly, selected categorizations and subsequent
ineffective treatment based on it may lead to systemic issues like unnecessary test procedures [2]
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or serious patient harm by missing so-called red-flag indications of severe diseases [3]. But given
the overwhelming number of diseases to consider, diagnostic tests to conduct, and questions to
ask [4], medical diagnostic reasoning over inherently uncertain information is a challenging
and error-prone task. As many diagnostic errors arise from faulty information processing
and synthesis [5], clinical decision support systems (CDSS) with their contemporary focus on
machine learning and AI have the potential to increase diagnostic accuracy and thus patient
safety [4]. But given the high stakes of diagnostic decisions, generating an explanation for
uncertain predictions within CDSS should be mandatory [6], lifting the targeted decision support
to actual reasoning support [7]. However, a systematic review by Antoniadi et al. found “an
overall distinct lack of application of XAI in the context of CDSS and, in particular, a lack of
user studies exploring the needs of clinicians” [6, p. 1]. This is, in turn, problematic, because
cognitive factors contribute to roughly three-quarters of diagnostic errors [5] which is framed
as “the challenge of cognitive science for medical diagnosis” [8]. Over the years, several de-
biasing techniques have been studied to mitigate the influence of cognitive reasoning errors by
enforcing metacognition [9], checklists [10] or rule of thumbs [11], but their effectiveness in
empirical studies remains mixed [12].

This paper proposes to combine approaches to decision/reasoning support and de-biasing
strategies in a bias-aware interactive reasoning support system. The system aims to increase the
objective justification of each action taken or decision made during diagnosing by monitoring
the reasoning process of its user in the background. Leveraging these insights enables the
system to provide reactive as well as proactive reasoning support tailored to the information
needs of its user at any given point within their reasoning process. In this paper, we present our
conceptual understanding of interactive reasoning support through six theoretical desiderata
and ongoing work on their implementation in the interactive reasoning support system ASCODI,
designed for neurologists diagnosing patients with transient loss of consciousness.

2. Related Work

Even before the rise of XAI, the potential of CDSS to improve diagnosis was extensively discussed
in the literature [13]. At the same time, however, the usage of CDSS has been limited and
still is underwhelming, mainly due to challenges arising from the integration into everyday
clinical practice [13, 4]. In some cases, the potential is completely misjudged and CDSS are even
perceived as a threat to their job by physicians [14], making the development of co-constructive,
“doctor-in-the-loop” [15, p. 2] support systems even more important.

In addition, it has been argued both in general [16] and for the special case of AI-based decision
support [17] that inherently interpretable white box models (Bayesian Networks [18], Decision
trees [19], etc.) are more preferable than black box models (Deep Neural Networks [20], etc.).
A general need for explainability, as well as interpretability of machine learning applications,
has furthermore been recognized [21]. Nonetheless, only a small number of CDSS have been
developed with a focus on explainability [6]. Most of the current state-of-the-art systems rely
on black box models with post-hoc explanations [22].

Many current applications of XAI in the field of medical diagnosis revolve around medical
image analysis, e.g. the detection of COVID-19 from X-ray images [23]. In this domain, feature



attribution methods highlighting input features most relevant to the instance that should be ex-
plained, are particularly widespread [24]. Outside of image analysis, counterfactual explanations
(CFs) are widely used because they are close to human-like approaches to explaining [25]. CFs
provide a hypothetical, yet similar, counterexample that would change the prediction of a ma-
chine learning model, thereby explaining its decision. In practice, different CDSS have utilized
CFs, e.g. [26]. A growing number of researchers recently outlined the importance of human fac-
tors in XAI design along with the development of human-centered XAI applications [27, 15, 28]
- including CDSS [29]. In this context, there’s also an increased effort to use interactive and
“co-constructive” approaches to explanation processes [30], which has led to the development
of multiple interactive XAI tools [31, 32, 33].

The human-centered side of XAI is also influenced by the cognitive biases of physicians
that have repeatedly been shown to accompany medical diagnostic reasoning [9, 34, 35, 36,
11]. Here, an anchoring bias (clinging to a hypothesis despite contradictory information),
an availability bias (generating hypotheses that readily come to mind), a confirmation bias
(neglecting possibly contradictory information during information exploration), premature
closure (ending information exploration too early), and overconfidence (perceiving evidential
strength as higher than it is) are prominent and prevalent examples [34]. Despite these more
commonly known instantiations, Croskerry identified a total of 50 cognitive biases associated
with diagnosis and medical practice in general [37]. Graber et al. showed that these biases affect
74% of all pathologically confirmed diagnostic errors under review [5].

Today, minimizing the influence of cognitive errors is seen as a major lever to improve the
quality of care [4, 8] and ease the burden on the medical system [38]. Multiple solutions have
been proposed over the years from checklists during information exploration [10] to metacogni-
tive approaches like the “dramatic big five”, which formalize diagnostic options for acute thoracic
pain [11], inducing critical thinking [12] or cognitive forcing strategies as algorithmic step-by-
step guide [9], technological interventions like providing visual interpretations of statistics [12],
and motivational interventions by holding people personally accountable [12]. Their promised
observable benefits remain mixed, where checklists improve reasoning on difficult cases but
worsen it on simpler ones [10], trying to reflect out of self-induced motivation fails to translate
into a sustainable effect [39] and leads to an improvement in only 50% of cases [12].

We argue that de-biasing strategies will become more effective if they are designed to align
with the already existing psychological reasoning process of physicians. Checklists and dif-
ferential diagnosis generators may present as helpful external sources of information, but as
many errors remain of cognitive origin, increasing the cognitive load on physicians by adding
even more uncertain sources of information will not suffice. The ASCODI system is thus not
designed to provide support for a decision of a physician but co-constructively form an explain-
able diagnosis with a physician, taking a collaborative part throughout the process to reduce
instead of increase cognitive load.

3. Interactive Reasoning Support: Desiderata

We conceive of interactive reasoning support for medical diagnosing as an ongoing interaction
of proactive and reactive actions from both the physician and the support system. To sharpen



this concept theoretically, we propose six general desiderata as guiding principles: (1) synchro-
nizing the observable reasoning state between physician and system on a shared dashboard,
(2) monitoring and inferring the hidden cognitive reasoning state of the physician, (3) supporting
an informed choice of reasoning direction by the physician based on their information needs,
(4) providing feedback on the chosen reasoning direction, (5) suggesting alternative reasoning
directions, (6) displaying warnings in case of potential pitfalls.

Desideratum 1: Shared Dashboard Physician and system should collaborate on a shared
dashboard that summarizes the observable state of the reasoning process, i.e. which information
about the patient is already known and how this information has already been integrated to
form all currently active hypotheses. The idea behind the dashboard draws from the concept
of extended cognition [40], where physical information-storing entities like written formu-
las or diaries can play an active part in a cognitive process, and aims to establish sufficient
grounding [41] about the reasoning state between both interaction parties.

Desideratum 2: Monitored Reasoning The system should monitor the behavior of its user
to detect the hidden state of the reasoning process, i.e. not explicitly stated assumptions or
cognitive biases. This detection can be realized by building a computational cognitive process
model [42] that formalizes how the dynamically changing mental state of the user leads to
observable actions. Subsequently inverting the process model to predict mental states from
observable information queries and hypothesis revisions via inverse planning [43] enables
the detection of cognitive biases. This is a crucial capability of interactive reasoning support
because the system can only tailor explanations towards the mitigation of specific reasoning
errors if the presence of errors is acknowledged in the first place.

Desideratum 3: Information Needs Physicians should be able to express information needs
targeting the diagnostic problem or the interactive system itself and receive an appropriate re-
sponse from the system, i.e. “Which symptoms cannot be explained by our current hypotheses?”
or “Why do you judge hypothesis 𝑋 as less likely than me?”. Multiple studies have found and
categorized information needs within the diagnostic process, e.g. [44, 45]. Further information
needs arise from the interaction with an AI system itself and the requirement to understand the
system’s actions and decisions [21]. Satisfaction of these needs through justified explanations
that physicians can integrate into their reasoning will lead to increased problem understanding
and this in turn will lead to increased reasoning quality [7].

Desideratum 4: Behavioral Feedback Physicians should receive feedback on their rea-
soning behavior, e.g. a visual marker to display (dis-)agreement with the current state of each
hypothesis, whose validity can be justified on demand by the system. This leads to an active
exchange of arguments where both the physician and the system align their assessment of
the current situation to combine the capabilities of AI in statistical reasoning and those of
physicians in constructing and contextualizing a “picture of the patient” [7].



Figure 1: A schematic view on the interactive reasoning support for medical diagnosing within ASCODI.

Desideratum 5: Situational Suggestions Physicians should receive justified suggestions
for their reasoning behavior, i.e. unknown information to explore or hypotheses to generate.
Productivity in interaction thrives if both parties proactively participate [46] and by suggesting
alternative reasoning directions, insufficiently justified restrictions of options as observable
for a confirmation bias (neglecting possibly contradictory information) or an anchoring bias
(clinging to a hypothesis despite contradictory information) can be effectively mitigated.

Desideratum 6: Red Lines Physicians should be warned clearly when crossing red lines
within the reasoning process, e.g. trying to reject a viable diagnostic hypothesis or trying to
commit to an insufficiently justified diagnosis. While it would be legally and ethically infeasible
to set up red lines as impossible to overrule because physicians are the ones carrying the legal
and epistemic responsibility for the outcome of the reasoning process and its implications,
expressing the system’s clear disagreement with the decision is expected to trigger reflection.
By adding this extra reasoning step the decision - even if unchanged - is promoted to a product
of consciously selected thought.

4. System Description: ASCODI

We present the assistive co-constructive differential diagnosis system (ASCODI) to implement
the above-described general desiderata. A schematic overview of the architectural layout is
shown in Figure 1. ASCODI provides interactive reasoning support for experienced neurologists
during the diagnosis of patients suffering from transient loss of consciousness (TLOC) [47].



Figure 2: The user interface of ASCODI with its three main components for information exploration
(left), hypothesis revisions (top right), and system interaction (bottom right).

Diagnosis of TLOC places a high emphasis on the cognitive categorization and contextualization
capabilities of physicians because the presence or absence of specific symptoms cannot warrant
a decision towards or against any differential diagnosis and information is mainly obtained
through subjective, personal dialogue rather than objective test results [48] - rendering it an
ideal application area. Within the user interface of ASCODI (see Figure 2), physicians can
work on one case at a time by exploring information about the patient, generating and refining
hypotheses about the presence or absence of specific diseases, and receiving reactive as well as
proactive reasoning support.

Clinical Vignettes Medical cases within ASCODI are stored as pre-defined clinical vignettes.
A clinical vignette is a set of variable-value pairs for each queryable information ranging
from biographic information and medical history to current complaints and results of medical
examinations. All vignettes are based on publicly available patient data [49], published case
reports [50, 51, 52], and confidential electronic health records of patients at the Ruhr-Epileptology
in Bochum. Each piece of information is associated with a certainty on a 4-point Likert scale and
a patient response that formulates the value of the variable in natural language. All vignettes
consist of the same set of variables with values chosen to fit the particular medical case. The
variables are ordered hierarchically in a tree-like graph structure, i.e. the patient experiencing
pain is a parent node while the location and the duration of that pain are two child nodes.
Information exploration thus means to traverse the patient graph.



Shared Dashboard Each diagnostic process within the ASCODI system is carried out on a
shared dashboard (see Figure 2). The design of the dashboard is based on a monitoring tool to
elicit step-by-step cognitive process trajectories of physicians for empirical data collection [53].
The dashboard summarizes the current state of the reasoning process, i.e. already explored
information and the current state of all hypotheses. Every diagnosis starts with a short self-
report of the patient about their sex, age, and initial complaints. Then, the physician can prompt
the patient for biographic information, medical history, current complaints, and other typical
anamnesis questions, conduct sophisticated examinations, and request lab reports by entering
the name of a specific variable as stored in the clinical vignette. All of this information can be
requested at any time and in any order. Explored information is displayed in semantic categories
where child nodes of the root in the patient graph are top-level entries and detailed information
(e.g. the location and duration of experienced pain) are grouped in the corresponding entry.
Given each entry, physicians can issue follow-up questions on specific symptoms by querying
child nodes of already explored variables to exhaustively explore their manifestation. Variables
can also be queried by aliases to account for potential synonyms or slight differences between
names of the same variable and suggestions are displayed based on the text entered to ensure
that users find what they are looking for.

During information exploration, physicians can generate new hypotheses, adjust the certainty
of existing ones, and reject unreasonable hypotheses. By default, all possible hypotheses are
viewed as inactive until the user explicitly generates them. Each hypothesis is understood as an
argument towards or against the presence of a disease. Thus, the user not only has to generate
potential diagnoses but also connect the already explored information with each hypothesis via
drag-and-drop, which creates isolated disease arguments visible to the user and the system.

Monitored Reasoning The ASCODI system constantly monitors information exploration
and hypothesis revisions by the physician to infer the mental state of its user and detect potential
cognitive biases. This inference is based on a computational cognitive process model that - given
a clinical vignette and a cognitive bias as input - aims to replicate empirical reasoning trajectories
of physicians, i.e. sequences of information queries and hypothesis updates. The dynamic
problem of repeated exploration and opinion revision is formalized as a Markov decision process
(MDP) [54] where the summed subjective strength of each hypothesis constitutes the reward
signal from which the action policy is derived via Monte Carlo tree search (MCTS) [55]. This
strength is defined as the Bayesian posterior probability of the hypothesis mediated by the
amount of anticipated regret [56] that grows with the severity of the disease. Aligned to the
dual process theory in which human thinking [57], including medical diagnostic reasoning [58],
is divided into a fast, associative route (System I) and a slow, deliberate route (System II), the
posterior computation is based on the observable patient information as hard evidence and
assumed information that is intuitively derived from previous experience as soft evidence.
Experience is formalized based on the MINERVA-DM model [59, 60] that captures past events
(i.e. patients) as memory traces (i.e. vectors) whose similarity to the current observed event
enables computations on assumed symptom likelihoods.

Once this process model is fully implemented, we aim to run it exhaustively beforehand, to
collect a sufficient amount of labeled data to train a classifier that inverts the generation of



reasoning trajectories given a clinical vignette and a cognitive bias to infer cognitive biases
given the reasoning trajectory. We aim to model an anchoring bias (clinging to a hypothesis
despite contradictory information), an availability bias (generating hypotheses that readily come
to mind), a confirmation bias (neglecting possibly contradictory information during information
exploration), premature closure (ending information exploration too early), and overconfidence
(perceiving evidential strength as higher than it is), which are prominent examples repeatedly
found in empirical research on cognitive biases in diagnostic reasoning [34, 5, 61, 62, 36].
Detected cognitive biases are then forwarded to the explanation policy that tailors the timing
and content of explanations to the user.

Explanation Policy&DomainModel The explanation policy incorporated into the ASCODI
system ensures the most appropriate explanation for a given situation is used. ‘Most appropriate’
explanation refers to the determination of (1) the type of the explanation, e.g. counterfactual (2)
its form, e.g. written in the system chat, and (3) timing of the explanation-giving, e.g. instantly.
The main purpose of fine-tuning an explanation is to mitigate detected biases that are fed into
the explanation policy by the cognitive process model. In addition, the explanation policy
is responsible for the tracking of previous user interactions. In particular, previously issued
queries and the corresponding explanations given by the ASCODI system are stored to adapt
the following explanations to the user based on the interaction history.

A three-layer Bayesian network (BN) [63] serves as the domain model for explanation
generation within the ASCODI system. The BN is trained on data provided by Wardrope
et al. [49] as well as annotated and anonymized outpatient letters from the Ruhr-Epileptology
in Bochum. A major advantage of a BN is its inherent interpretability and the ability to directly
model causal relationships between variables [63]. The feasibility of a similar domain model
for explanation generation in a CDSS has been demonstrated in a previous prototype [64].
Additionally, the modular structure of the system renders the domain model interchangeable
both in terms of the algorithmic approach (e.g. BNs vs. Neural Networks) and the disease
domain (e.g. Neurology vs. Cardiology).

Explanations that are part of the ASCODI system can be divided into four groups based
on the scope and the algorithms used to calculate the explanation: Suggestions of the next
features to be queried by the physician are determined by maximizing mutual information [65].
Explanations for queries covering the likelihood of events (e.g. “What are likely diagnoses for a
patient with symptoms 𝑢, 𝑣 , 𝑤?”) are calculated via Bayesian inference in our domain model.
Queries posing What if -questions (e.g. “If the patient would have diagnosis 𝑋, what other
symptoms would they have?”) are answered by counterfactual explanations, and explanations
that aim to justify (e.g. “Why do you judge 𝑋 different from me?”) rely on our definition of
justification that is outlined below.

A formal definition of justification is not only relevant for answering user queries but crucial
for providing meaningful feedback or suggestions to the physician and ensuring compliance
with red lines. We propose a combination of a relevance measure of the explanation with a
measure for the degree of explored information to be used as justification. The rationale behind
this is, that for a decision to be justified, it must be relevant and at the same time it must be
certain, i.e. only made if supported by sufficient evidence. The Most Relevant Explanation



Information Need Example Query Implementation

Diagnostic procedure What information should be queried next? Mutual information
Differential diagnosis Could this patient have condition 𝑋? Bayesian Inference

What are likely diagnoses for a patient with symp-
toms 𝑢, 𝑣 , 𝑤?

Disease complication If the patient with symptoms 𝑢, 𝑣 , 𝑤 has disease 𝑋,
what other signs of symptoms would they have?

Counterfactuals

System behavior Why do you judge hypothesis 𝑋 as less likely than
me?

Justification

Table 1
Information needs with corresponding query examples and the underlying implementation in ASCODI.
Note: The list of example queries is not exhaustive.

(MRE) [66] method is utilized as our relevance measure for generated explanations. MRE is the
partial instantiation of all possible diagnoses which maximizes the generalized Bayes factor.
The requirements regarding the necessary amount of explored information are preliminarily
implemented as thresholds for the ratio of explored patient features that are highly correlated
to the current hypotheses under consideration.

Information Needs The ASCODI system includes predefined user queries to satisfy the
information needs that physicians encounter during the interactive reasoning support. Infor-
mation needs defined in the literature [44, 67] as well as the most common questions asked by
physicians [45, 68] can be grouped into three categories based on the source of the information
need: Diagnosis, patient information, and treatment. Though treatment options including the
prognosis of patients are beyond the scope of ASCODI and hence these information needs are
not considered here. Information needs concerning patient information are not realized by
explicit queries, but rather via the iterative exploration of the clinical vignette. However, the
usage of the system itself results in further information needs [21]. Table 1 provides a summary
of all information need categories that are part of ASCODI along with their operationalization
as queries and their implementation. The queries are based on the prior theoretical work
of Van Baalen et al. on diagnostic reasoning support systems [7].

System Responses The interaction between ASCODI and a physician is twofold: On the
one hand, a reactive part acts as the direct response to user-triggered queries and, on the other
hand, a proactive part can intervene at any point if the system detects a situation that requires
action to support the reasoning process or prevent pitfalls.

Users can trigger queries not only via the system interface but also at the ‘point of interaction’
within the system. For example, the query “Why do you judge hypothesis 𝑋 as less likely than
me?” can be called via the system interface, but is also available in the dashboard by clicking on
hypothesis 𝑋 and requesting the explanation of why the system assigns hypothesis 𝑋 a lower
likelihood than the user does.

Whereas explanations to user queries are always answered in the system chat, interventions
by the proactive system part are presented in different formats and at different locations within



the shared dashboard to be able to draw the user’s attention to certain areas and have a further
lever for mitigating detected biases. Furthermore, the strength of system responses can be
modulated, by using different forms of explanations and notifications, to attract the user’s
attention in different scenarios.

5. Reasoning Support Use Cases

As described above in detail, ASCODI’s reasoning support capabilities range from reactive
explanations of user-triggered events to proactive advice to mitigate cognitive biases and
reasoning pitfalls. To illustrate the system usage more vividly and highlight how it links back
to the theoretical desiderata for interactive reasoning support, we present four selected use
cases in which ASCODI (1) answers a user-triggered query to the system, (2) reacts to the
user-triggered belief change in one hypothesis, (3) suggests an alternative direction during
information exploration and (4) displays a warning for an unjustified diagnosis.

Query Response As outlined before, ASCODI is capable of providing explanations for user-
triggered queries to satisfy the information needs arising in the diagnostic reasoning process
(desideratum 3). An example of this user interaction can be seen in the bottom right of Figure 2.
In the given example, the user selected the query “Which feature would reduce the likelihood
of the psychogenic seizure hypothesis?” via the system interface and received the written
explanation in the system chat.

Behavioral Feedback ASCODI constantly monitors how the user explores information
and ranks hypotheses. According to the available and explored information, the belief of the
domain model is updated and the system itself assigns probabilities to all hypotheses. A possible
discrepancy between the user’s and the system’s ranking of hypotheses is displayed in the
dashboard according to the explanation policy and the current state of the user. The ‘weakest’
form of this notification is realized by green (red) arrows within the hypotheses panel indicating
a higher (lower) ranking by the system as shown in Figure 2.

If the explanation policy determines that the user is in a state that does require a more vehe-
ment notification, e.g. because previously made suggestions were ignored, further notifications
can be sent to the system chat. A further notification in the system chat includes an explanation
of why the system ranks a hypothesis higher than the user. An example of such an explanation
of why the system would rank a hypothesis differently is shown in the system chat in Figure 2.

Situational Suggestion The ASCODI system can proactively suggest information queries
at any point within the reasoning trajectory (see Figure 3). Suggestions are attached to an
explanation, that motivates why a certain query is deemed reasonable at this point (e.g. to
increase the certainty of a hypothesis). Suggestions and explanations align to potentially
detected cognitive biases (e.g. suggesting falsifying information for a hypothesis if a potential
confirmation bias is detected). The same mechanism is employed to propose overlooked yet
feasible hypotheses or already falsified alternatives. This capability links back to three desiderata,
where the system first observes the current state of the reasoning process through the shared



Figure 3: A proactively suggested query during information exploration. Suggestions can be accepted
or rejected by the user.

dashboard, then infers the possibility of a confirmation bias through the monitored reasoning,
and then provides an alternative reasoning direction by suggesting unexplored information.
The idea behind this suggestion is to not tell a biased person that they’re biased but to provide
reasonable information that induces reflection.

Diagnosis Safeguard Once a physician attempts to submit a final diagnosis, ASCODI checks
its validity and will display a warning if the decision is unjustified, e.g. if there is a viable
alternative hypothesis not even considered. By explicitly mentioning that the seizure of a
patient could also resemble a psychogenic instead of an epileptic seizure and by pointing out
that it would be worthwhile to explore the psychological history of the patient more closely
to increase the strength of differentiation between these two diagnostic options, ASCODI
implements four desiderata: observing the end of the diagnostic process on the dashboard,
detecting overconfidence within the user, displaying a warning as a red flag to show major
disagreement and suggesting an alternative reasoning direction by specifying which options
are deemed insufficiently explored. The motivation behind this behavior is that it takes more
cognitive effort to insist on a decision although someone else explicitly told you they would
have decided differently which again is hypothesized to induce reflection.

6. Conclusion

This paper presented a conceptual understanding of interactive reasoning support for medi-
cal diagnosis in the form of six desiderata as well as ASCODI, an assistive, co-constructive
differential diagnosis system, whose architecture draws from this theoretical foundation to
build a system that (1) keeps track of its user’s reasoning process to detect potential cognitive
biases, (2) tailors the timing and content of its explainable responses to the current external and
cognitive state of the reasoning process and (3) proactively takes part in knowledge exploration
and hypothesis revision by providing explainable suggestions and safeguards. To become an
active part of its user’s reasoning process, ASCODI utilizes XAI-based explanation genera-
tion techniques to derive justifiable opinions and responses [7]. While the implementation
of ASCODI is still ongoing and subsequent empirical validation is lacking, we believe that
support systems like ASCODI are the logical next step to enhance the reasoning quality of
physicians through justifiable decisions along each path chosen. In a time when diagnostic
errors are mainly caused by faulty information processing and synthesis [5], such systems
present themselves as a promising direction for future work.
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