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Abstract

Although fact-checking is vital in combating misinformation, research has found that effectively applying
corrections can be challenging because crude factual explanations often fail to resonate emotionally with
how people consume and produce online content. This study proposes that image macro memes can
emotionally engage social media users in misinformation corrections, potentially encouraging them to
share corrections and seek further information. This paper presents our initial work toward developing
FactFlip, a tool that automatically generates meme-based explanations for misinformation. We draw
on existing research in meme generation and misinformation correction on social media to determine
the requirements for an effective meme-generation tool for this task. FactFlip assists in generating
memes that are not offensive and can interpret context well enough for the memes to be related to the
claim’ subject and to present corrections. Our initial findings and study indicate the need for human
verification to ensure that generated memes align with correction claims, acknowledge that corrective
memes may not always offer enough context to be a standalone misinformation correction tool, and,
at times, have trouble balancing the humor-information content dichotomy to offer potential for viral
spread. Furthermore, a strong positive correlation was established between the shareability aspect of the
received correction meme and the recipient’s openness to seek more information about the claim subject.
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1. Introduction

The spread of misinformation online has been recognized as a serious problem by the general
population. Over half of North Americans named it a major impact on their confidence in
institutions and each other [1]. In this context, fact-checking has become a key approach for
reducing the spread of misinformation [2].

Fact-checking assesses the truthfulness of public figures’ claims and is commonly performed
by journalists employed by news organizations. The high prominence of misinformation drove
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the appearance of various organisations solely focused on this task under the stewardship of the
International Fact-Checking Network (IFCN).! IFCN-registered fact-checking organizations link
public claims to human-generated fact-based articles explaining the claim’s truthfulness level.
Online social networks are arguably the main vehicle of misinformation spread, which tends to
be of viral velocity [3]. Therefore, the community has been pursuing approaches to automate this
very time-consuming task [2]. However, although recent advancements in Natural Language
Processing (NLP) may improve and accelerate fact-based explanation generation, research
has shown that crude factual explanations contradicting a person’s beliefs often cause further
entrenchment in polarized individuals [4]. It has also been demonstrated that disseminating
fact-checked articles on social media does not reduce the spread of misinformation posts [5]
and may have a limited long-term impact [6, 7].

Misinformation correction includes an educational component that may require changing the
recipient’s beliefs. Recent research has shown that online argumentation that balances facts with
emotionally evoking content is more efficient in changing a person’s beliefs [8]. Furthermore,
it has been shown that emotion in a social media post leads to greater user engagement [9]
and that textual corrections alone may have a limited impact on user behaviour [10]. Humor
is a known vehicle of emotional arousal [11]; therefore, an explanation that includes humor
in factual context is arguably a good candidate for increasing the engagement of social media
users in misinformation corrections. Memes have these characteristics.

This paper presents an Al-mediated approach for generating Internet Memes to correct
misinformation claims. Several approaches have been proposed to automatically generate
memes. However, to the best of our knowledge, this is the first to focus its design on generating
explanation memes rather than generic ones. This adds a dimension of complexity to the task
as the generated memes must be engaging and include an explainability characteristic that is
not required for the existing meme generation systems.

The automatic generation of memes is still an unsolved problem. Existing approaches tend to
generate memes that have little to no correlation to their input parameters. Some commercially
available meme generation systems ? address this shortcoming by using a human-in-the-loop
approach where the user selects the most applicable meme from a group of automatically
generated ones. Our goal is not to reinforce misinformation but to correct it. Our prototype
uses human-in-the-loop selection for initial filtering of poorly generated memes.

This paper offers the following contributions: 1) It identifies and compiles a list of require-
ments for misinformation correction Al-generated meme systems; 2) It presents a prototype
of an LLM-based meme generation approach matching the compiled requirements, and; 3)
It presents a user study findings highlighting shortcomings and offers recommendations for
further research towards fully automated approaches.

2. Related Work

This section presents notable related work on misinformation explanation and meme generation.

'TFCN, https://www.poynter.org/ifcn/.
*Meme generation examples: SuperMemeAl, PredisAl, Simplified.
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Several studies have focused on different styles of text-based justification approaches to
misinformation explanation. Some advocate simpler explanations [12], while others prefer
more detailed ones [13]. Some suggest politer and hedged messages may increase engagement
[14], while others favor more direct styles. A study with 2,228 participants found minimal
evidence suggesting that text-based correction strength or depth affects correction engagement
regarding the likelihood of replying and accepting or resisting corrective information [15].
Another study over a panel of 4923 tweets containing hashtags of polarized themes showed
that X platform users read a tweet but don’t necessarily understand its content before sharing
it [16]. This suggests the need for research on alternative modes of corrective explanations to
text-fact-based.

Poetry explanations generated by prompting a fine-tuned GPT-3 DaVinci model with sum-
maries of fact-checked articles have been attempted as an alternative [17]. The results indicated
that these explanations had better levels of explainability overall than poems generated by
humans. However, the evaluation didn’t compare this type of explanation with other modalities.

The use of multimodal corrections has been attempted. In [18], authors used visuals depicting
the real situation paired with the source of the untruthfulness of the claims it attempted to
correct. Results showed this method didn’t increase correction effectiveness versus text-based
corrections. One hypothesis is that the visual correction didn’t include a strong link to the
evaluation of untruthfulness, as proposed in [19]. In this latter work, the authors generated
visuals clearly indicating the source of misinformation from the claim. This suggests that a
multimodal explanation should always strive to have its foundation in the argumentation of
untruthfulness.

The literature on meme generation systems was predominantly exploratory in the early stages
of research. A broad spectrum of methodologies was used, ranging from advanced statistic
models to multimedia retrieval techniques. The first system employed a Nonparanormal Network
to model stochastic dependencies between popular meme images, their captions, and popularity
votes [20]. The model was designed to rank and select web-crawled existing meme captions. Its
evaluation was based on the BLEU. Our use case requires the generation of customized captions,
and an NLP-based evaluation is insufficient to evaluate the full explanatory context.

MemeGera 2.0 adapts Portuguese language news headlines from Google News RSS to meme
images according to a deterministic rule-based classifier [21]; not suited for English-language
meme generation. Part of its evaluation focuses on the suitability of the chosen meme image and
the adapted headline, which applies to our task. News2meme applies a word vector similarity
approach to retrieve an existing meme image and caption that best matches the content of
a piece of news [22]. 71.21% of the generated memes received unfavorable feedback from 9
evaluators, showcasing the ineffectiveness of the approach. Stonkinator creates memes by
visually blending images for an input text caption [23]. Our approach fundamentally differs as
it generates explanatory captions to claims for meme template images.

Peirson ALV et al. introduced the Neural Network encoder-decoder architecture into meme
generation dubbed Dank Learning, becoming the baseline across the literature [24]. A qualitative
study involving 5 participants reported that the memes were generally indistinguishable from
human-generated ones and exhibited moderate levels of humor. DeepHumor extended the
work by studying variations of the same architecture and repeated Dank Learning’s evaluation
methodology over 53 participants [25]. Wang L et al. used OpenAI GPT-2 [26] as the decoder



to generate the meme captions in the Chinese language [27]. Its evaluation introduced the
importance of shareability, which is correlated with virality as explored in Section 3. It found
that 75% of the generated memes were mistakenly classified as human-generated. MemeBot
applies the same architecture but distinguishes itself by being the first system to generate
memes from larger context inputs, specifically using tweet sentences [28]. However, the lack of
tailored datasets for this task prevents this approach from generating captions correlated with
the subject of the claims, as it relies heavily on extensive fine-tuning.

Memeify extended Dank Learning’s approach, the state-of-the-art, by applying SotA Trans-
former models and the GPT-2 Large Language Model (LLM) for meme captioning [29]. It
emphasized thematic and stylistic consistency by appending each input with the meme’s image
and desired theme. Memeify’s memes average evaluations outperformed the baseline encoder-
decoder model from Dank Learning. MemeCraft is an end-to-end pipeline that transforms user
prompts into memes, focusing on Climate Change and Gender Equality [30]. It benchmarked
LLM-based generated memes by ChatGPT-3.5°, LLaMa-2-13B and LLaVA-7B [31] against memes
generated by Dank Learning and humanly-generated memes from Imgflip. MemeCraft was
the first meme generation system in the literature to incorporate a self-regulating safety mech-
anism to filter hateful memes. Its evaluation covered authenticity, message conveyance, and
persuasiveness, a relevant component to explainability.

A fundamental difference between our approach and other LLM-based meme generation
systems is the intended use. To the best of our knowledge, our approach is the first in the
literature to generate memes tasked to correct misinformation. This use case adds an extra
dimension to the meme generation task’s requirements: explainability. Explainability usually
requires some argumentation, and one of its goals is to persuade people to believe facts, which
requires deeper context reasoning than a typical meme generation task. Recently, contextual
information was codified in the format of knowledge graphs [32]. We combine an LLM with
the automatic interpretation of such context codification to attempt to generate memes that can
be used for misinformation correction. Furthermore, we focus on image macros, a subgenre of
Internet memes consisting of text superimposed on an image [33].

3. Requirements for Meme-based Misinformation Correction

From the general perspective of online misinformation correction, arguably, memes should
include three main desired high-level characteristics: 1) Virality: As the misinformation spread
tends to be of viral velocity [3], misinformation correction shall also carry the same charac-
teristic; 2) Explainability: The better the argumentation of claim falsehood, the higher the
chances for persuasion and opinion changes in people who would otherwise contribute to
the misinformation claim spread; and 3) Non-Toxicity: Online trolling is often an unintended
consequence of human and non-human interactions [34]. Our proposed approach must avoid
generating toxic content.

*https://openai.com/blog/chatgpt
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3.1. Generation Requirements

This section derives requirements related to the meme generation task rather than the quality
and appropriateness of the generated meme. Meme virality was investigated in [35]. The
authors created a prediction model using different meme visual elements that identified 19
out of the 20 most popular image memes posted on the Twitter/X and Reddit social platforms
between 2016 and 2018. Results showed that viral memes contain a clear subject the viewer can
focus attention on and include strong positive or negative emotions. Section 2 mentioned the
higher effectiveness of visual corrections that link with the source of untruthfulness [19].

From a generation requirement standpoint, the system shall use the claim and the corrective
counter-claim to explain the untruthfulness of the misinforming input claim (RQ1) for creating
persuasive content that is related to an appropriately chosen meme imagery (RQ2). As humor
is a central motivator for memes’ popularity. Their hilarity often comes from an a priori
understanding of the context for their use. This implies a viewer’s level of relatedness to the
meme’s usage context, wording and imagery (RQ2). It is very hard to determine potential Meme
recipients’ levels of relatedness with a given Meme template. However, a reasonable assumption
is that popular memes have higher chances of finding a broader audience familiar with their
context. Therefore, the system shall favor popular meme templates (RQ3).

The level of explainability of the generated correction to the misinformation claim is directly
linked to persuasion, driving a needed opinion change in people who may believe the false claim.
Persuasion strategies are rooted in the Aristotelian rhetorical concepts of logos, the argument
content, pathos, the emotional content included, and ethos, the argument receiver’s trust in
the content provider [36]. Arguments, at times, tend to present too much factual evidence in
an attempt to increase their persuasion, known as informational appeal. However, too much
informational appeal may cause an adverse effect because it signals that the message has a
persuasion attempt, which may drive entrenchment [37]. In our context, argumentation appears
as meme captioning. Therefore, the generation system shall avoid lengthy captions (RQ4).

The following list summarizes the system’s high-level generation requirements. We list at
the end of each requirement which of the three high-level desired characteristics it addresses: 1)
RQ1: Shall use the misinformation claim and corrective counter-claim claim as inputs - Virality
and Explainability; 2) RQ2: Shall use persuasive textual argumentation and abstract imagery
to correct the misinforming input claim using the corrective counter-claim - Explainability; 3)
RQ3: Shall favor popular meme templates - Virality; 4) RQ4: Shall generate short-sentence
meme captions - Virality.

3.2. Generated Meme Requirements

This section derives the quality and appropriateness requirements for the generated memes to
maintain alignment with the three high-level desired characteristics of online misinformation
correction. As presented in Section 3.1, meme virality was correlated to offering a clear subject
the viewer can focus attention on and to include strong positive or negative emotions. In our
context, this can be interpreted as a meme that aligns with the subject of the claim and elicits a
positive or negative emotional response in the viewer (RQ6). Meme alignment in this context
means its generated caption and the style elicited by its image. It is important to highlight



that the images included in the meme may not be directly correlated to the claim but should
elicit a style (e.g., irony, sarcasm, pun, riddle) similar to the one of the claim. Shareability was
introduced as an evaluation metric in a recent meme generation approach [27]. Shareability
can be argued as a necessary condition for the virality of a meme. Albeit an abstract concept, it
must be considered a requirement for the generated meme (RQ7).

Explainability is listed as one of the high-level characteristics of misinformation corrections.
One of the objectives of the generated meme is to function as an alternate explanation to the
fact-checked correction article. Therefore, it needs to correct the misinformation claim (RQS).

Internet trolling is a severe problem in our connected society. It is characterized by aggressive
and deliberate provocation of others. Memes are sometimes purposely used for online trolling.
Recent meme generation systems are starting to include guardrails to prevent the generation of
harmful content [30]. The meme generation system shall avoid generating offensive language,
derogatory terms, or content that could be considered inflammatory or harmful (RQ5). This
includes slurs and any language that might demean or exclude individuals based on race, gender,
ethnicity, religion, disability, or any other characteristic.

The following list summarizes the system’s high-level generated memes’ requirements: 1)
RQ5: Shall not present offensive content - Non-toxicity; 2) RQ6: Shall be correlated to the claim
theme and meme imagery - Virality and Explainability; 3) RQ7: Shall have high shareability
potential - Virality; 4) RQ8: Shall correct the misinformation claim - Explainability.

4. Meme Misinformation Explanations Generation Prototype

As highlighted in Section 2, existing meme generation approaches are not explicitly designed for
communicating misinforming claim corrections. In this section, we introduce FactFlip, an image
macro meme-generation prototype designed for communicating misinformation corrections.
Contrary to other systems, our meme generation prototype is designed to be used for reacting to
misinforming claims. As a result, the memes created by FactFlip tend to be only understandable
when used in context. The main goal of FactFlip is to elicit interest in the corrective information
as it is rarely possible to express the full corrective information in the limited space offered by
the image macros format. This section discusses the current FactFlip prototype and evaluates it
against the requirements listed in Section 3. We also conduct an initial user study to determine
future implementation improvements and current limitations.

4.1. Meme Generation Architecture

The current FactFlip architecture shares similarities with MemeCraft [30]. Although FactFlip and
MemeCraft both use a multimodal Large Language Model (LLM) for describing meme images
and generating the content of the memes, FactFlip is designed to create specific explanation
memes for misinformation correction rather than open themes. FactFlip’s main inputs are the
misinformation claim and its corresponding claim correction (RQ1).

Another notable difference is that FactFlip’s meme-generation prompt is designed to relate
the misinforming claim to its correction. Although in practice it does not always work (see
Section 5), the approach is designed to satisfy RQ2 as well as RQ6.
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Figure 1: FactFlip’s prototype architecture.

Creating misinformation correction memes requires the identification of the most suitable
meme images for a given misinformation claim and its correction (RQ2). In this context, the
aim of a misinformation correction meme generator is to 1) create a humoristic caption that
represents a claim correction taking into account the associated misinforming claim; 2) select
a meme image that is suitable to the correction theme, and; 3) make sure that the humoristic
caption matches the style and tone of the selected meme image.

To generate the memes, FactFlip relies on a historical database of memes to identify suitable
memes and their captioning style. In the following subsections, we discuss how this database is
created and how memes are generated based on misinformation claims and correction pairs.
The full architecture of FactFlip is displayed in Figure 1.

4.1.1. The Meme Database

We propose reusing and extending the IMKG knowledge graph [32] to identify existing meme
instance examples. IMKG is a knowledge graph that was created in 2023 and contains 2 million
edges that connect meme instances from the popular Imgflip meme creation website* to meme
descriptions from Know Your Meme® (KYM). Besides information about how memes are used,
IMKG contains information about the entities present in the meme images and information
about how individual meme instances have been viewed and upvoted by the Imgflip community.
As previously discussed, misinformation correction memes are created based on claims and
corrective claims. In this context, we need the claims and their corrections for the data found in
IMKG so they can be used as examples for the meme generator and for identifying thematically
related meme examples that match the theme of the meme that needs to be created. Similarly,
the main rhetorical device of memes and their description can be used for generating memes.
We use LLaVA-NeXT 13b [38], a well-suited LLM for multimodal analysis, to preprocess and
extend the meme knowledge graph with four types of information as displayed in Figure 1:
1) We extract the main rhetorical concept of the meme (step A in Figure 1) from their KYM

*Imgflip, https://Imgflip.com.
*Know Your Meme, https://knowyourmeme.com/.
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description. This information is used to make sure that the generated meme matches the style
of the meme (e.g, irony, sarcasm, pun, riddle); 2) Using the meme concept and image, we also
extract its description; 3/4) The last two pieces of information extracted from the knowledge
graph are the claim and corrective claims associated with the content of the historical memes
(step C). Although the historical memes are not misinformation correction memes, we try to
generate the claims and counter-claims that could have generated the meme using its caption,
theme, and image description.®

After generating the claims, an embedding database is created for the easy retrieval of meme
candidates for the claim and its corresponding correction to be converted to a new meme. We
use Chroma’s’ default embedding model for creating the database (all-MiniLM-L6-v2).

We successfully connected 210,938 Imgflip meme instances to their corresponding 123 KYM
descriptions using their template title and performed the extraction on the top 50 most viewed
meme instances for each template so only popular memes are considered (RQ3). The final meme
database contains 5,540 meme instances, as some meme templates have less than 50 instances
available in IMKG.

4.1.2. Collecting Misinformation Corrections

The misinformation claims and their corrections can be obtained from fact-checking sources
easily as fact-checkers tend to publish the claims and their corrections in a structured format
called ClaimReviews.? ClaimReviews contains both the claim that was verified, and the verifica-
tion claims that explain what was incorrect in the original claims, making them suitable for
the generation of meme-based misinformation corrections. FactFlip uses the claim and claim
correction as the input of the meme generation process (step 1 in Figure 1) (RQ1).

When using information from ClaimReviews, the information must be of high quality and
reliable. An easy approach to do so is to only gather ClaimReviews from organizations that are
vetted and registered by the IFCN.

For our initial evaluation study, we decided to collect three random ClaimReviews from the
Full Fact’ website for each of the six main topics that are fact-checked by the fact-checker:
European topics, education, health, crime, economy, and law.

4.1.3. Identifying Meme Candidates

After obtaining the misinforming claim and its correction from the ClaimReview, we identify
the most suitable meme image to transform the claim correction into a meme (Figure 1 step 2)
(RQ2). We perform a similarity search by embedding the claim and searching for the 10 most
similar ones found in the historical meme databases (Section 4.1.1). After obtaining the 10 most
similar claims in the database, we identify the most used meme image (RQ3) and collect the four
most relevant examples for the misinforming claim that used that particular image. We decided
to select only four examples as it was found to be a good number of examples for generating
memes in MemeCraft [30].

The code of FactFlip and the prototype prompts are available publicly at: https://github.com/evhart/factflip.
’Chroma, https://www.trychroma.com.

8ClaimReview, https://www.claimreviewproject.com/.

°Full Fact, https://fullfact.org.
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4.1.4. Meme Generation and Validation

Using the meme examples, we prompt LLaVA-NeXT 13b with the four examples and the
ClaimReview claim-correction pair (Figure 1 step 4). We use the meme image description, the
meme main concept, the generated claims, corrective claims, and image caption for the retrieved
examples and then ask the LLM to create the caption for the new claim and claim correction.
After obtaining the caption, we ask the LLM to split the caption into two sentences as most
meme image macros use two captions.

The LLM-based generation does not always produce acceptable output. For example, it can
sometimes refuse to create content on topics that it believes are too sensitive, or it can repeat the
prompt in its answer. We use a few heuristics to validate the captions generated by the meme,
such as rejecting meme captions that are too short, lowercase captions, or text that indicates
that the caption could not be generated (RQ4). When this happens, we automatically ask for the
regeneration of a new caption. This is done up to ten times. If no suitable caption is generated,
the last one is kept even if it does not satisfy the requirements.

Generating non-offensive memes is important (RQ5). Although we do not currently use
an automatic guardrail, this can be easily added to future work. For instance, we could use a
harmful meme classifier similar to the one used in MemeCraft [30].

As mentioned in Section 1, our prototype uses human-in-the-loop for filtering poorly gen-
erated memes. For this, the paper’s first three authors used forced agreement to select the
best-generated meme from a set of eight automatically generated meme captions. We decided to
use this method as we observed that the LLMs could sometimes reinforce the claim rather than
the correction and that, in practice, the meme generation would not be completely automated
due to the potential impact of miscorrection. The human-in-the-loop approach not only can
reduce the generation of offensive memes (RQ5), discard memes with captions that include LLM
hallucinations, make sure that the content is related to the claim (RQ6), select the best meme
to ensure high sharability, and make sure that it corrects the misinforming claim (RQ7). The
information gathered through this feedback loop can also be used for obtaining annotations
that can be used for the automatic validation of the generated memes (see Section 5).

After we have selected the meme caption, FactFlip uses the Imgflip API to generate the meme
(step 5) as IMKG contains the template identifiers used by the Imgflip APL In this work, we
generated 18 meme images across the six topics using random ClaimReviews from Full Fact.

4.2. User Evaluation

The requirements presented in Section 3.2 include a level of subjectivity. Therefore, we con-
ducted a 20-participant user study for their evaluation. FactFlip generated 18 memes equally
distributed on six claims’ subjects: European topics, education, health, crime, economy, and
law. Demographic data on participant’s age, country of birth, level of fluency in the English
language, level of education, and level of familiarity with the meme culture were collected. For
each generated meme, the participants were presented with five questions. Four offered a scale
from 1 to 5 for the participant to grade the level of offensiveness, how related the meme is to
the claim’s subject, the likelihood for the participant to share the meme if received on social
media, and how likely they would seek further information in the subject of the meme. The



Table 1
Evaluation Metrics for Meme Generation Systems

Answer
Meme Evaluation Question Category Values Obs.
Is the meme offensive? Negative Yes/Very 273 %
Neutral 10.0 %
Positive  No/Not at All 62.7 %
Is the meme related to the claim’ subject? Negative Poorly/Very Poorly 27.3 %
Neutral 239 %
Positive  Strongly/Very strongly 48.8 %
What’s the likelihood of you resharing? Negative No/Never 67.0 %
Neutral 18.3 %
Positive  Yes/Definitely 14.7 %
What’s the likelihood of you seeking additional info? Negative Unlikely/Very Unlikely 56.7 %
Neutral 23.6 %
Positive  Likely/Very Likely 197 %
Which statement is better represented? Negative Claim 17.8 %
Neutral 272 %
Positive  Correction 55.0 %

fifth question presented the participant with three answer options: the claim, the correction,
and none of the above, and asked which statement is better represented by the meme.

Beyond the obvious less-than-ideal number of participants, the pool offered some notable
shortcomings. 66.7% of the participants were of Portuguese nationality, and 75% have a Bache-
lor’s degree or above. This may include cultural biases due to the imbalance in nationalities
and lack of lower-education individuals. Furthermore, 15% of the pool belongs to each of the
36-35, 36-50, and over 50 age groups, 5% each. On a positive note, 90% of participants reported
being highly fluent or native English speakers, reducing potential biases due to lack of language
understanding. Lastly, 75% of the pool stated they share/receive meme communications often
or very often, indicating the majority is well-versed in meme culture.

Table 1 presents the percentual results of each question. As it can be seen, FactFlip only
generates memes that are considered offensive 27.3% of the time. Only 27.3% of the memes
were considered poorly or very poorly related to the subject of the claim. This is considered
a positive result due to the complexity of the task. Moreover, even with most of the memes
related to the claim, only 17.8% were found to reinforce the claim. This is desired, as corrections
related to the claim would reinforce the misinformation it attempts to correct. In summary,
FactFlip arguably generates memes that are not offensive and is able to interpret context well
enough for the memes to be related to the claim’ subject but to present corrections.

Shareability and motivation for the participant to seek additional information, referred from
hereon out as information seeking for simplicity, received low ratings. Participants stated
that they would only share 14.7% of the memes and seek additional information about the
subject in 19.7% of the time. We collected post-evaluation qualitative data focused on asking
participants what specifically drove them to give low rates for the questions about Shareability



and information seeking to some of the memes. The main reasons for the lack of shareability or
extra information seeking were: 1) When they didn’t find the meme humorous; 2) When they
didn’t have enough context to understand the meme. A participant reported they wouldn’t see
themselves seeking more information about a subject because of a meme. This may be argued
as being related to the offered memes not being humorous or engaging enough to pique this
participant’s curiosity for more information. As described in section 4.1.3, our approach includes
the human selection of the best meme candidate out of a series of generated memes by FactFlip.
During this process, the authors have identified that some sets of memes didn’t produce any
memes with enough context, as exemplified in Table 2 (b). An important conclusion of our work
is that humans in the loop selecting the best candidate out of a generated set is not a guarantee
of a good correction meme, as FactFlip may fail to generate a set with a single meme including
sufficient information to be a standalone misinformation correction tool.

Since the evaluation of Shareability, Information Seeking, and the relation of the meme
with the claim’s theme was done in a rank from 1 to 5, Kendall’s Tau correlation is applicable
for correlation analysis of the three characteristics. A Kendall’s Tau coefficient of 0.689 was
obtained for the Shareability and Information Seeking, indicating a strong correlation between
these two characteristics. It supports previous research by confirming that when people receive
emotionally engaging content, they become more open to pursuing more information about the
subject [8]. Table 2 shows a generated meme that ranked the highest and one that ranked the
lowest in the Shareability and Information Seeking pair in the study, (a) and (b), respectively.
Kendall’s Tau coefficients for the relationship between Shareability and Theme and Information
Seeking and Theme were 0.538 and 0.412, respectively. This indicates a moderate positive
correlation, indicating that the perception from the recipient about the relation between the
correction and the claim may also contribute, albeit more mildly than the emotional engagement,
to the shareability of the correction and the openness to seeking more information. Table 2
also shows the highest-ranked Information Seeking meme and the highest-ranked meme in the
Shareability-Theme pair (c and d).

5. Discussion and Future Work

During the implementation of the FactFlip prototype, we identified a few LLMs limitations for
generating corrective memes such as the LLMs built-in guard rails refusing to generate meme
captions (e.g. "I cannot generate content that is derogatory or promotes misinformation."), the
LLM generating captions reinforcing the misinforming claim rather than the correction and the
LLM generating incorrect captions by repeating part of the prompt (e.g., "Output meme caption:
"Was last seen entering a car...’"). Although some of these issues were addressed through the
human-in-the-loop approach and the validation step that forced the regeneration of memes
when the memes included specific textual information, further research should investigate
automatic approaches to simplify this process. For example, we could create an automatic meme
validator based on annotations gathered by the human-in-the-loop selection step. The validator
could also partially automate the identification of offensive memes (RQ5) through the use of a
harmful meme classifier similar to the one used in MemeCraft [30].

The user evaluation results showed less than ideal rates for the questions related to Shareability



Table 2
Generated Memes Examples

Meme Image Observation ~ Meme Description

PEASANT OR PAUPER? (a) Highest The misinforming claim states that the P’ on the photo
_ Shareability- page of passports stands for pauper or peasant. In reality,
Info Seeking ’P’ is used to indicate that it is a machine-readable passport.
FactFlip selected the We Will Rebuild meme to highlight the

insignificance and triviality of the issue.

(b)  Lowest The misinforming claim states that raw milk is easier to

Shareability- digest. In reality, there is no evidence that raw milk is easier

Info Seeking  to digest. FactFlip selected the Evil Cows meme as it depicts
an image with two cows.

YOIIWIHE”%ETFTIWEHIE%SGAH (c) Hig.hest Th.e misleading claim states t.hat in May 20.24 taxes were

Info Seeking  being cut by £900 for everyone in work. In reality, those earn-
ing below £26,000 will are worse off once other tax changes
are taken into account. FactFlip selected the Chubby Bubbles
Girl meme to highlight that the tax cuts may not be as good
as they seem.

LRV TS TR (d)  Highest The misinforming claim stated that rules around digital plat-

Shareability- forms will create new tax on side-hustles like selling items

Theme online. In reality, no new taxes were introduced by HMRC.
FactFlip selected the Trust Nobody, Not Even Yourself meme
to highlight the absurdity of HMRC taxes on side-hustles.

and Information Seeking. However, the study design may have inadvertently added negative
bias to these results. As mentioned in Section 4.2, 66.7% of the study participants were of
Portuguese nationality. The claims were selected from the Full Fact fact-checking website,
which is a British fact-checker. The potential lack of familiarity between this demographic
and the subjects addressed by some of the claim-meme pairs may have imposed an additional
difficulty in understanding the claims and lowered the interest in memes resharing.

The user study design must properly address the subjectiveness of evaluating the generated
memes. Even though we have defined claim and correction as part of the evaluation instructions,
future evaluation should include a clear definition of offensiveness. The lack of definition may
have generated confusion from the participants and added negative bias to the evaluation of this
requirement. Furthermore, RQ2 is currently met by using both claim and counter-claim as inputs
to the meme generation. Future user evaluations may include some measure of explainability
to validate this requirement further. Another lesson learned from the user study design came in
the form of feedback from some of the participants concerning the length of the evaluation. This
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may have had an impact on the evaluation of the last few memes. Future studies should offer
fewer memes to two or more independent groups of participants to maintain a high enough
number of memes to be evaluated while reducing the overall evaluation time.

An important conclusion of this work is that it is very challenging for a standalone meme
paired with a claim to present enough context for the viewer to find it engaging and potentially
humorous. A larger user study should investigate whether specific characteristics of the claim-
correction pair, such as the subject of the claim, make the generation of quality memes more
challenging. A study investigating if combining the corrective meme with additional textual
information could mitigate this shortcoming and improve shareability and information-seeking.
It will be also interesting to verify if additional context may turn the correlation between
Theme-Shareability and Theme-Information Seeking from the moderate levels we obtained in
our study to strong levels, as we saw for the Shareability-Information Seeking relationship.

Another dimension to explore in a larger study is the effect that a potential lack of meme
culture could have on the understanding of a misinformation correction meme. More specifically,
the relationship between the meme and the subject of the claim result that received very positive
evaluations in our study. We had only 5% of the participants reporting not sharing or receiving
memes on social media, indicating a lack of meme culture. A higher number of participants can
offer enough representation of this demographic to allow the analysis to determine if meme
culture is a requirement for the context understanding of the correction.

6. Conclusions

This paper drew on existing research in meme generation and misinformation correction in
social media to compile a minimum set of requirements that Al-generated misinformation
correction meme systems must fulfil. It presented FactFlip, an Al-assisted prototype based on
these requirements. The prototype highlighted the need for human-in-the-loop filtering of
poorly generated memes. The results of a user study evaluation of FactFlip showed the generated
memes may not always contain sufficient information to be used as a standalone misinformation
correction tool. It also showed a strong positive correlation between the shareability aspect
of the received correction meme and the recipient’s openness to seek more information about
the misinformation claim subject. The lower-than-desired received rates for these two desired
characteristics reinforce the difficulty of balancing the humor-information content dichotomy
needed for the viral spreading of corrective memes.
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