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Abstract 
The article briefly discusses the models and tools for creating an ontological system that includes 
such components as automatic construction of an ontological knowledge base, analysis of short 
natural language messages in Ukrainian, and formation of queries in SPARQL and Cypher based on 
them. The server used is Apache Jena Fuseki, and the data warehouse is the Neo4J graph database. 
The approach is based on the fact that a user's natural language query is subjected to a series of 
sequential checks. Their results determine a set of semantic types expressed in the phrase (natural 
language query) and the corresponding concepts that define them. The result of these checks is a 
set of four values – the codes of the check results, as well as the subjects and predicates, if present. 
This information is enough to select a set of basic templates for formal queries. Even based on the 
results of such basic checks, it is possible to create enough basic templates to generate the final 
query. The proposed approach has a basic query template aimed at obtaining information of a 
certain type in a given form, as well as additional modifier templates that optionally construct 
query strings in the corresponding blocks of the main query by introducing additional conditions. 
Finally, we describe the process of automatic generation of SPARQL queries to a contextual 
ontology using the example of a knowledge base of medical articles from peer-reviewed open 
access journals. 
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1. Introduction 

The development of applications based on Semantic Web, Big Data, Natural Language 
Processing technologies in combination with neural network technologies has de facto 
become one of the most relevant areas of scientific research and practical development. In 
particular, this also applies to the construction of ontological systems (OnS) and relevant 
knowledge bases that are of interest to users. 
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Information processing and knowledge representation based on ontologies emerged as a 
result of the search for a standard protocol for organizing knowledge in various fields of 
knowledge. This paradigm aims to offer a unified scheme and basic principles for the 
systematic representation, categorization, and interconnection of knowledge, regardless of the 
field of knowledge. The emergence of ontological strategies has made it possible to effectively 
build knowledge-based systems and, most importantly, laid the foundation for 
transdisciplinary interaction and ontological engineering in the field of modern artificial 
intelligence [1, 2, 3]. 

The distinctive feature of human intelligence is the ability to assimilate information from 
one source and adapt it in different areas, which is the basis of creativity and innovation. In 
order for universal machine intelligence to be practically effective, it must go beyond simple 
text comprehension. Its true advantage lies in its ability to use its store of knowledge to solve 
new problems. The ability of an artificial intelligence system to apply knowledge in diverse 
and new scenarios may well become the defining criterion for assessing its intellectual depth 
[4]. 

We have developed the above-mentioned OnS described in [5, 6, 7]. It greatly speeds up the 
receipt of scientific information by the user, but its weakness was the manual or automated 
creation of a database of scientific publications and SPARQL queries. 

Formal queries to the knowledge base are essential for working with ontology. In our 
work, we consider queries in SPARQL and the increasingly promising query language Cypher, 
used in the Neo4J graph database. It is important to note that, presently, the creation of 
Cypher queries based on natural language phrases is underexplored in other research, 
especially for the Ukrainian language. Therefore, this research direction is relatively novel 
and relevant. 

Communication with the knowledge base involves the use of formal query languages. 
Consequently, when creating dialogue and reference systems with a natural language 
interface, there is a need for the automated generation of packages of formal queries based on 
natural language user queries. These queries aim to retrieve relevant information from the 
knowledge base expressed in natural language. 

2. Approach to creating formal queries based on analysis of natural 
language user messages 

To address this challenge, we proposed an approach based on subjecting the user's natural 
language query to a series of checks. The results of these checks determine the set of semantic 
types expressed in the phrase and the corresponding concepts that specify them. The schema 
of a reasonably straightforward yet effective version of this method is provided in the 
Figure 1. 
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Figure 1: A scheme for parsing the user's phrase to select a basic set of formal query 
templates 
 

It is worth noting that for inflected languages such as Ukrainian, word order is less crucial, 
and the presence of specific words and their word forms is more important. Figure 1 
illustrates the schema for determining a set of basic semantic types and corresponding 
primary query templates. For this purpose, the processed expression, tokenized to the level of 
sentence lists and corresponding words, undergoes four successive checks: 

Checking for the presence of question words (a critical point for determining the type of 
requested information). 

Checking for marker words, primarily verbs such as "located," "works," "stands," "sends," etc. 
These words are categorized into groups of synonyms with similar semantic colouring. 

Checking for the presence or absence of the subject and the subject itself, if present. 
The next important aspect after the subject is checking for the presence of a meaningful 

predicate, if it does not fall into the categories of words from the second check. 
The result of this analysis is a set (or list of sets) of four values — result codes from the 

checks — as well as subjects and predicates if present. This information is sufficient for 
selecting a set of basic templates for formal queries. Even based on the results of such basic 
checks, more than a dozen basic templates can be created. 

Further, additional checks follow to determine more significant semantic nuances. 
However, for these checks, there are no separate basic templates; otherwise, the number of 
templates would significantly increase, and the templates themselves would have considerable 
code duplication. Instead, based on the results of these additional checks, modifications 
(changes and additions) are made to the basic templates according to the corresponding 
instructions. This makes the method more flexible and simplifies both the process of 
automatic analysis and the construction of the corresponding software system. 



We will briefly describe the Neo4J graph database management system (DBMS) and its 
Cypher query language. In addition to DBMSs that work in conjunction with OWL/SPARQL 
mechanisms, such as Jena Fuseki, which is currently the de facto standard, there are 
alternative approaches to graph databases that can also be used to store and manipulate 
ontologies. The Neo4j DBMS [8] provides fairly high performance and scalability, and is also 
suitable for working with large amounts of data. The formal query language used in Neo4j is 
Cypher. It is quite powerful, flexible, and open to extending functionality through plug-ins, 
for example, to implement typical algorithms on graphs. However, at the moment, unlike 
SPARQL, there are not many developments for converting natural language queries into 
formal Cypher queries. Let's take a closer look at the queries described in this language.	

3. XML templates for queries in the Cypher language 

Query templates are stored in the form of an XML file with a specific structure. Here, we 
provide examples of templates for the Cypher query language, utilised in the Neo4j graph 
database. Its application is more preferable due to the substantial size of the ontology created 
through entirely automatic syntactic-semantic analysis of the text. This preference arises from 
the high performance of the Neo4j database management system in handling extensive 
datasets. 

The ontology was formed according to the method described in [8]. Based on the syntactic 
and semantic relations between the concepts in the sentences identified during the text 
analysis, an ontological graph structure is built. Sentence contexts and their parts are also 
stored in the created OWL ontology. These sentences are associated with sets of semantic 
relations, specified by the corresponding entities. The typification of semantic categories is 
enclosed in an established hierarchical structure, which is described in [9]. In this paper, an 
example of an ontology is used to describe the approach to building queries in Cypher in a 
particular subject area. 

As a working example of an OWL context ontology created on the basis of a set of 
documents with a predefined structure, we used a medical rehabilitation ontology based on 
files of scientific articles. 

Let us consider an example of one of the simplest of such templates: 
<template> 
<verbose_name>Common information</verbose_name> 
<id>1</id> 
<type>base</type> 
<variables> 
 <variable> 
 <name>INPUT_VALUE_1</name> 
  <destination>input</destination> 
  </variable> 
  <variable> 
  <name>CONTEXT</name> 
  <destination>output</destination> 
 </variable> 
</variables> 



<match> 
 (inp:Class)-[]-(n:Relationship), 
 (n:Relationship)-[]-(x:Class), 
 (n)-[:SPO]->(rel_group), 
 (rel_group)-[:SPO]->(rel_sent), 
 (rel_sent)-[:SPO]-(sent_super) 
</match> 
<where> 
 inp.label = "INPUT_VALUE" and 
 sent_super.name = "SentenceGroups" 

</where> 
<return> 

  DISTINCT rel_sent.label as CONTEXT; 
 </return> 
</template>. 

The sections of the XML template, namely <match>, <where>, and <return>, correspond to 
specific sections of the formal query in the Cypher language [8]. Certain fragments of the 
content (text) in these sections serve as variable templates. Variables are described in the 
<variables> section, where each variable is defined by its name – <name> and its destination 
– <destination>. The destination can have values of either 'input' – indicating values 
substituted into the template, or 'output' – signifying variables not replaced during query 
formation by specific output values. Instead, they serve as references to the names and 
quantities of parameters whose values are obtained upon query execution. The <id> tag for 
the template identifier serves to match it with the result of the user phrase analysis, as well as 
the corresponding template for response formation. The <verbose_name> tag is included 
solely for human recognition of query templates during system development and 
maintenance. In the subsequent examples, query templates will be presented in a simplified 
form without XML tags. The <type> tag indicates the template type; currently, there are two 
types: 'base' – representing the primary template, and 'additional' – signifying an additional 
modifier template. 

We should also dwell on the structure of additional templates. Here is an example of one 
of them: 
<template> 
 <verbose_name>An adjective related to the 
subject</verbose_name> 
 <id>1</id> 
 <type>additional</type> 
 <variables> 
  <variable> 
   <name>INPUT_VALUE_ADJ</name> 
   <destination>input</destination> 
  </variable> 
  <variable> 
   <name>ADJ_PLUS</name> 
   <destination>intermediate</destination> 



  </variable> 
  <variable> 
   <name>INP_ADJ</name> 
   <destination>intermediate</destination> 
  </variable> 
 </variables> 
 <block_union>and</block_union> 
 <next_item_union>or</next_item_union> 
 <match> 
  (inp:Class)-[]-(ADJ_PLUS:Relationship), 
  (ADJ_PLUS:Relationship)-[]-(INP_ADJ:Class), 
  (ADJ_PLUS)-[:SPO]->(rel_group) 
 </match> 
 <where> 
  INP_ADJ.label = "INPUT_VALUE_ADJ" 
 </where> 
 <return></return> 
</template> 

This type of template also includes the <match>, <where>, and <return> blocks. The 
content of these sections is added to the corresponding blocks of the base template. Each of 
these blocks can be empty or absent. Unique features of additional templates include the 
<block_union> and <next_item_union> tags. The <block_union> tag contains the type of 
union for the entire formed <where> block with the base template. The <next_item_union> 
tag indicates the type of union for repeated elements of the <where> block if the 
corresponding input variable is represented as a list (array). For example, in the above 
template, the variable INPUT_VALUE_ADJ may correspond to a series of adjectives related to 
the subject. The parameter values for <block_union> and <next_item_union> can be "and" or 
"or." Additionally, intermediate variables constitute a third type (<destination>) specific to 
additional templates. These variables do not participate in data transmission to the query or in 
their direct retrieval. Their main feature is that when repeating the block during query 
formation, these variables are not fully duplicated but are added with the next sequential 
number, such as ADJ_PLUS_1, ADJ_PLUS_2, ADJ_PLUS_3, and so forth. 

4. The process of automatic generating queries based on templates 

Let's delve deeper into the structure of formal queries and the method of their formation. 
The ontology's structure allows for targeted search of both contexts and individual concepts, 
considering the presence of these concepts in the context and their relatedness based on a 
specific semantic type criterion. In the proposed scheme, there is a basic query template aimed 
at obtaining information of a specific type in the specified form, along with additional 
modifier templates that optionally construct query strings in corresponding blocks of the 
main query, introducing additional conditions.  

Let's examine examples of some query templates. 
Let's start with perhaps the simplest one mentioned earlier. This template is designed to 

obtain the context (sentence) in which the queried single concept (word) is not just present 



but forms a connection with other words. This ensures that the concept "organically" fits into 
the context. 

In Cypher, queries are divided into three main blocks: MATCH, WHERE, and RETURN. 
The MATCH block specifies the pattern of relationships between nodes in a directed graph. 
The WHERE block imposes conditions on the properties (characteristics) of the nodes and/or 
relationships specified in the MATCH block. The RETURN block indicates what should be 
output as a result and under what name (alias). In this case, there is a specific class marked 
with the variable 'inp.' In the WHERE block, we imposed a condition that the label property of 
the inp node should be equal to the queried concept (hereafter, in query templates, 
INPUT_VALUE represents the text of the input concept). In the MATCH block, it is specified 
that inp is a node (enclosed in parentheses) of type Class. It is connected to another node 'n' 
that has a type Relationship (property in OWL). The type of the relationship is not defined 
(square brackets are empty), and the direction of the relationship is not indicated. This means 
it can be bound both to the DOMAIN and the RANGE. Specifying directions is unnecessary 
since it is known that such relationships are constructed from the property to the class. 
Additionally, we specified that this property should also be associated with a certain class 'x'. 
Then, we indicated that the property uniting these classes should relate to some sentence 
'rel_sent.' The condition 'sent_super.name = "SentenceGroups"' guarantees that 'rel_sent' is 
indeed a sentence. As a result, we request to output 'rel_sent.label,' which contains the 
sentence context under the alias CONTEXT. 

Let's consider a somewhat more complex example. We want to inquire about the known 
characteristics (definitions) of the object INPUT_VALUE in the ontology. In other words, what 
can INPUT_VALUE be (or is)? The query will take the following form: 

 MATCH (inp:Class)-[]-(n:Relationship), 
     (n:Relationship)-[]-(x:Class), 
     (n)-[:SPO]->(prop_type_1), 
     (n)-[:SPO]->(rel_group), 
     (rel_group)-[:SPO]->(rel_sent), 
     (rel_sent)-[:SPO]-(sent_super) 
 WHERE  
     inp.name = "INPUT_VALUE" and 
     (prop_type_1.label = "object property" or 
     prop_type_1.label = "action property" or 
     prop_type_1.label = "action separability" or 
     prop_type_1.label = "impact level") 
      and 
     sent_super.name = "SentenceGroups" 
 RETURN DISTINCT x.label as result, rel_sent.label as 

context; 
Compared to the previous example, in the MATCH block, one line has been added: (n)-

[:SPO]->(prop_type_1). This provides information that the property 'n' must be a child in 
relation to 'prop_type_1' (relationship type). Here, we explicitly specify the direction of the 
relationship. In the WHERE block, we specify 'prop_type_1' through possible values of the 
label parameter. To make the template more universal, as we a priori do not know whether 
INPUT_VALUE is a noun or a verb, several options for the value of prop_type_1.label are 



provided through logical OR. With the introduction of additional hierarchy of semantic 
relations into the ontology, this construction can be simplified: 

 MATCH (inp:Class)-[]-(n:Relationship), 
     (n:Relationship)-[]-(x:Class), 
     (n)-[:SPO]->(prop_type_1), 
     (n)-[:SPO]->(rel_group), 
     (rel_group)-[:SPO]->(rel_sent), 
     (rel_sent)-[:SPO]-(sent_super), 
     (prop_type_1)-[:SPO]->(prop_type_category) 
 WHERE  
     inp.name = "INPUT_VALUE" and 
     prop_type_category.label = "property types" 
      and 
     sent_super.name = "SentenceGroups" 
 RETURN DISTINCT x.label as result, rel_sent.label as 

context; 
As a result, we output the label for the nodes 'x'. This represents the characteristics 

(properties) of the object 'inp.' Additionally, we inquire about the sentence text to understand 
the context in which this property is mentioned. 

Similarly, one can inquire about the actions of the object. For this, it is only necessary to 
specify a different value for prop_type_1.label in the WHERE block, specifically: 
prop_type_1.label = "object-action". 

In the case of using a condition with multiple possible types of relationships 
(prop_type_1.label), the obtained type value can also be included in the result, aiding in 
response synthesis. Let's provide an example where the location of an object is queried 
without specifying the type of localization ("Where is INPUT_VALUE located?"). 

 MATCH (inp:Class)-[]-(n:Relationship), 
     (n:Relationship)-[]-(x:Class), 
     (n)-[:SPO]->(prop_type_1), 
     (n)-[:SPO]->(rel_group), 
     (rel_group)-[:SPO]->(rel_sent), 
     (rel_sent)-[:SPO]-(sent_super) 
     (prop_type_1)-[:SPO]->(prop_type_category) 
 WHERE  
     inp.label = "INPUT_VALUE" and 
     prop_type_category.label = "localization types" and 
     sent_super.name = "SentenceGroups" 
 RETURN DISTINCT x.label as result, rel_sent.label as 

context, 
            prop_type_1.label as predicate; 

The main distinction here is the presence of the prop_type_1.label as predicate 
expression in the RETURN block. This allows for returning the specific semantic type of the 
obtained result. It should be considered when generating response text. 

In some cases, in addition to predicates in queries, lists of concept variants (characteristic 
verbs, nouns, adjectives) can be used. The main difference is that conditions are imposed on 



the ontology vertex associated with x.label. In other words, the queried object must be linked 
to a certain concept 'x' with a relationship of a specific type, for example, "object-action," and 
this 'action' should be described by the text parameter label as one of those listed in the set. In 
the future, there are plans to introduce an a priori (independent of the analyzed text) 
classification of actions, features, and concepts into the ontology, which will simplify the 
query and eliminate the need for such lists – the concept 'x' simply needs to be a child in 
relation to, for example, verbs of a certain category. 

Let's discuss template modifiers separately – fragments that are added to the main query 
templates. For instance, the input parameter is not a single word but a name group, i.e., 
connected nouns and adjectives. To associate adjectives with the input concept, the following 
lines should be added to the respective blocks: 

In the MATCH section: 
  (inp:Class)-[]-(adj_plus:Relationship), 
  (adj_plus:Relationship)-[]-(inp_adj_1:Class), 
  (adj_plus)-[:SPO]->(rel_group) 

In the WHERE section: 
  and 
  inp_adj_1.label = "INPUT_VALUE_ADJ" 

Similar blocks can be added for additional adjectives with variables like inp_adj_2, 
inp_adj_3, and so forth. Conditions for the presence of a noun in the genitive case can be 
added to the query using the following blocks: 

In the MATCH section: 
  (inp_noun_1:Class)-[]-(noun_plus:Relationship), 
  (noun_plus)-[:SPO]->(rel_group) 

In the WHERE section: 
  and 
  inp_noun_1.label = "INPUT_VALUE_NOUN" 

Here, a condition is added only for the inclusion of this additional noun in the same 
group as the main queried concept. Conditions for the presence of associated adjectives with 
this noun can also be imposed: 

In the MATCH section: 
  (inp_noun_1:Class)-[]-(adj_plus_add:Relationship), 
  (adj_plus_add:Relationship)-[]-(inp_adj_add:Class), 
  (adj_plus_add)-[:SPO]->(rel_group) 

In the WHERE section: 
  and 
  inp_adj_add.label = "INPUT_VALUE_ADJ_ADD" 

In specific cases, it may be necessary to attach a predicate of negation to the query. To 
achieve this, conditions for inclusion in the group of the negation particle or another negation 
predicate are added to the query: 

In the MATCH section: 
  (neg:Class)-[]-(neg_rel:Relationship), 
  (neg_rel)-[:SPO]->(rel_group) 

In the WHERE section: 
  and 



  (neg.label = "no" or 
  neg.label = "not" or 
  neg.label = "forbidden" or 
  neg.label = "prohibited" or 
  neg.label = "unnecessary" or 
  neg.label = "impossible" or 
  neg.label = "needlessly") 
Template modifiers – fragments that are added to the main query templates – are 

discussed in more detail in [9, 10, 11]. They also discuss the process of automatic generation of 
SPARQL queries to a contextual ontology using the example of a knowledge base of medical 
articles from peer-reviewed open access journals. 

5. Automatic generation of SPARQL queries to contextual ontology 
using the example of a knowledge base of medical articles from 
peer-reviewed open access journals 

The system receives a textual message as input. Initially, the text is cleaned from 
disallowed characters, which, in this case, include Latin (English) alphabet letters, whitespace, 
period, hyphen, paragraph symbols, and line breaks. All other characters are considered 
disallowed and are removed for further processing. Tokenization of the text into individual 
words is performed using NLTK library tools, along with the identification of their parts of 
speech. The words are lemmatized – brought to their base form, and stop-words are removed. 
Stop-words include articles, conjunctions, prepositions, pronouns, question words, auxiliary 
and modal verbs, and particles. The list of stop-words has been extended to include common 
conversational phrases such as "give," "show," and "present," which, while prevalent in 
interactions with the help system, do not provide informative content in this context. 
Additionally, the text is purged of words not included in the list of concepts presented in the 
knowledge base. Consequently, the processed text represents a list of meaningful words 
brought to their base form. 

Subsequently, the system determines the specific semantic category or set of categories 
expressed in the given message. Each of these categories corresponds to a separate SPARQL 
query. Currently, 26 such query categories have been implemented: "synonyms," "symptoms," 
"indications," "patient education," "description," "reimbursement," "test," "rule out," "treatment 
summary," "relations," "prognosis," "diagnosis need for treatment," "contraindications 
precautions," "causes," "pathogenesis," "g-code," "any_code," "any_icd," "icd 9," "icd 10," "icd 
11," "hcpcs," "cpt," "articles," "references," and "contexts." However, there is room for 
expanding their number. The determination of a specific semantic category is based on the 
presence of certain marker words in the obtained list. The mapping of these categories to 
marker words is implemented in the form of a dictionary in the file marker_words.json. In this 
dictionary, each of the specified categories is associated with a list or set of lists of marker 
words. For example: 

 "icd 10": [ 
  ["icd", "10", "code"], 
  ["icd-10", "code"], 
  ["icd", "10"], 



  ["icd-10"] 
 ], 
 "risk factors": [ 
  ["higher", "risk", "factors"],   
  ["risk", "factor"], 
  ["risk"] 
 ] 

The list of words undergoes verification across all available categories. During this 
process, it is noted which specific marker words from the list identify each particular 
category. If the lists of markers intersect, the longest one is selected, containing all words 
found in the analyzed list. Words that belong to a syntactic-semantic group (sentence or 
sentence part) and were not identified as markers for any of the categories are marked as 
query parameters. The semantic category determines the query type. If no existing special 
semantic category is assigned to a syntactic-semantic group, it is categorized as "contexts," 
and the words themselves become parameters for the corresponding query. 

The output returns list of identified special semantic categories and their corresponding 
words – query parameters. 

A dedicated module within the software system is responsible for the generation of 
SPARQL queries. Each identified special semantic category corresponds to its own SPARQL 
query template. The templates are stored in the form of a JSON dictionary in a file. Here is an 
example of such a template: 

"description": { 
"verbose": "description for the case of", 
"parts": [{ 
"type": "constant", 
"n": 1, 
"body": ["PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-

syntax-ns#>", 
   "PREFIX rdfs: <http://www.w3.org/2000/01/rdf-

schema#>", 
   "PREFIX owl: <http://www.w3.org/2002/07/owl#>", 
   "PREFIX xsd: <http://www.w3.org/2001/XMLSchema#>", 
   "PREFIX name: 

<http://www.semanticweb.org/ContextOntology#>", 
   "SELECT DISTINCT ?topic ?context_text ?article_name 

?scope", 
   "WHERE {" 
 ]}, 
{ 
 "type": "listed input", 
 "n": 2, 
 "body": ["?word_>_order_< rdfs:label >_input_<@en.",  
   "?word_>_order_< name:relate_to_context ?context." 
  ]}, 
{ 



"type": "constant", 
"n": 3, 
"body": [ 
  "?context rdf:type ?context_class.",   
  "?context name:relate_to_article ?article.", 
  "?article rdfs:label ?article_name.", 
  "?title name:relate_to_article ?article.", 
  "?title rdf:type name:cl_title.", 
  "?title rdfs:label ?scope.",      
  "?out_context name:relate_to_article ?article.", 
  "?out_context rdf:type ?out_context_class.", 
  "?out_context rdfs:comment ?context_text.", 
  "?out_context_class rdfs:label ?topic.", 
  "FILTER ((?out_context_class = name:cl_description) 

&&", 
   "(?context_class = name:cl_title ||", 
   "?context_class = name:cl_description ||", 
   "?context_class = name:cl_synonyms ))", 
   ".} ORDER BY ?scope ?topic"]}], 
"outputs": { 
"scope": {"sortage": "primary", "verbose": "Scope: "}, 
"topic": {"sortage": {"by each": "scope"}, "verbose": "Topic: 

"}, 
"context_text": {"sortage": {"by each": "topic"}, "verbose": 

""}, 
"article_name": {"sortage": {"group": "scope"},"verbose": 

"Related articles:"}}} 
In this example, the keys in the dictionary represent the names of the corresponding 

special semantic categories, here, "description" (description of the specified phenomenon). The 
values are dictionaries with the following keys: 

"verbose" – a phrase fragment preceding the response. 
"parts" – a list of sections forming the SPARQL query (the main section). 
"outputs" – instructions for structuring the response data obtained during the query 

execution. 
Let's examine the "parts" section in more detail. The value for the key "parts" is a list, 

each element of which corresponds to a query section. The template for a query section is a 
dictionary with the following keys: 

"type" – the type of the section. The following types are anticipated: "constant" – the 
section is inserted into the query without modifications; "listed input" – for each of the 
provided parameters (words), the section is inserted into the query. In this case, the part 
>input< is replaced with the value of the respective input parameter of the query, and the part 
>order< is replaced with an incremental integer value (1, 2, 3, … n), converted to a string type 
to avoid repetition of the same query variable; "single input" – instead of the part >input<, 
one parameter is inserted only once, and for the next parameter, if any, a completely new 
query is generated. 



"n" – the order of the section template in query formation to prevent mixing of sections. 
"body" – a list of query lines to be formed. The lines may contain placeholders for input 

parameters >input< and incremental values >order<. 
The functioning of the module essentially involves selecting the appropriate templates 

from the dictionary and concatenating the query sections in the specified order, replacing the 
corresponding placeholders with input parameters when necessary. 

The "outputs" section, like "verbose," is not directly used by the program module but is 
passed along with the query and is necessary for further response formation. 

The execution of SPARQL queries, as well as the storage of the knowledge base, is 
performed by the Jena Fuseki database management system. Interaction with it is facilitated 
by the process_queries.ru module using the SPARQL Wrapper library tools. Since the 
ontology is distributed – divided into parts, each query from the received package is executed 
separately for each part. Executing SPARQL queries is a relatively slow process. To expedite 
the process, queries to all ontology parts are executed concurrently in multiple threads. 
Substantive responses may be obtained from one or several ontology parts. The tables 
obtained from several ontology parts are merged. 

Let us briefly describe the implementation of creating an OWL ontology [10, 12, 13, 14, 15]. 
To implement the creation of a knowledge base in the form of an OWL ontology in RDF/XML 
format, special scripts in Python were developed. The process consists of two stages. 

1. Automated creation of JSON representation of input article files. 
2. Formation of the OWL ontology. At this stage, an OWL ontology is formed using the 

resulting set of JSON structures. The hierarchical structure of the JSON vocabulary keys forms 
the basis of the future OWL class system, while the corresponding contextual values become 
named entities in their respective classes. Each article file name is converted to a named entity 
in the "Articles" class. The OWL property "Associate with Article" establishes relationships 
between contexts and the corresponding articles in which they appear. The named entities 
defined in the contexts are also converted to named entities in the Word class and linked to 
the corresponding contexts using the "Link to Context" OWL property. This structure allows 
you to select specific contexts in the ontology using SPARQL queries. 

As mentioned above, user queries to a large ontology are too slow to be executed. To speed 
up the process of obtaining an answer, we consider the possibility of using hardware based on 
programmable logic integrated circuits [16, 17, 18]. 

In conclusion, we will present the areas of development of knowledge-oriented systems 
and their applications that are relevant and promising today from the point of view of the 
general consideration of scientific knowledge and its effective practical application in the 
creation of innovative technologies. 

Firstly, the analysis of ontological contexts in any subject area makes it possible to build a 
time trajectory of the process of forming secondary knowledge on the basis of primary 
knowledge, and thus develop an effective technology for building new knowledge and new 
innovative technologies based on it. 

Secondly, based on the paradigm of transdisciplinary development of science, it is 
promising to use the functionality described in this paper to form promising clusters of 
convergence of scientific disciplines and relevant technologies [19]. 



The immediate tasks may include the formation of an effective toolkit for scientific 
researchers, including for orientation in the field of their own publications in the subject area 
and comparison with existing ones in the information space [6, 7]. 

Undoubtedly, the construction of intelligent reference systems in subject areas (including 
the aforementioned medical and rehabilitation) is a direct continuation of the research 
performed by the authors. One of the actual applications of such systems is the creation of 
comfortable conditions for managing knowledge bases by a wide range of non-professional (in 
terms of information technology) users. 

Finally, we cannot but mention the task of forming a linguistic and ontological picture of 
the world within the framework of the general evolutionary program and the formation of the 
planetary consciousness of the modern generation [19]. 

In addition, it is important to note that [20] deals with the problem of publishing the 
achievements of Ukrainian scientists under martial law of the Russian armed aggression in 
ranked journals. 

6. Conclusion 

The paper considers a method of constructing formal queries to an ontology generated 
automatically on the basis of a natural language text by a Ukrainian owl. An ontological graph 
structure is built on the basis of syntactic and semantic relations between concepts in 
sentences identified during text analysis. Sentence contexts and their parts are also stored in 
the OWL ontology. These sentences are associated with sets of semantic relations specified by 
the corresponding entities. The typification of semantic categories is enclosed in a hierarchical 
structure. This example of an ontology is used to describe the approach to building queries in 
Cypher. The peculiarity of the approach is that a formal query is automatically built from 
blocks of templates (main and auxiliary) that are customizable according to the defined 
semantic categories present in the analyzed text and the entities that specify them.  

7. Further research 

Our research is far from complete. It is necessary to optimize the procedures for creating and 
executing SPARQL user queries, for which it is necessary to determine the need to split a 
large ontology into several parts. At the same time, it is necessary to ensure their parallel 
execution. In addition, it is necessary to consider the usefulness of developing hardware to 
speed up the execution of processes and procedures in the system. 
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