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Abstract
Progress in deep learning has driven the development of diverse creativity support tools (CST) capable of
producing a range of creative artefacts. However, deep generative models are not inherently controllable,
posing challenges in their guidance and prompting research focused on incorporating control mechanisms
into models. One such method, Attribute-Based Latent Space Regularisation (ALSR), has demonstrated
notable controllability when implemented within an Attribute-Regularised Variational Autoencoder
(AR-VAE) for music and simple image generation. However, ALSR’s effectiveness is constrained by the
generative capabilities of the AR-VAE and is unable to control generations for high-fidelity images. In
this work, we add a Denoising Diffusion Probabilistic Model (DDPM) to the AR-VAE and demonstrate
that the resulting AR-VAE-Diffusion model is capable of generating and controlling high fidelity images,
thus broadening the applicability of ALSR and providing a new pathway for introducing controllability
into future deep learning CSTs.
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1. Introduction

Deep generative modelling has seen significant improvements over the past 5 years, with
systems now producing realistic images from text [1], music with long-term structure [2] and
poetry [3]. Although some of these systems have been designed to create independent of
human input [2], many have been designed as tools to aid in the creative process [4]. These
tools are referred to as AI-based Creativity Support Tools (AI-CST) and have demonstrated
capabilities in various creative fields and in different stages of the creative process [5]. However,
while deep learning has allowed machines to produce more complex generations, many early
deep generative models are limited by their lack of controllability [6, 7]. Although one could
argue that controllability is not an essential component for an effective Creativity Support Tool
(CST) (take for example, Brian Enos Oblique Strategy [8]), incorporating controllability into a
system can contribute to more tailored creative outcomes. This has led to research focused on
incorporating control mechanisms into deep learning models, enabling control over various
artifacts like images and music [9, 10, 11].
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One such technique is Attribute-Based Latent Space Regularization (ALSR) [12] which is a
method for latent space disentanglement utilised in the training of a Variational Autoencoder
(VAE), a deep generative model capable of generating outputs across diverse domains [13]. Com-
pared to other similar techniques [10, 9], ALSR provides a simple formulation that introduces
controllability into a VAE by associating individual dimensions of the latent vector with specific
features of the generation without adversarial training. Additionally, ALSR provides more
flexibility in the type of attribute functions that can be encoded into the latent space. VAEs that
utilize this regularization during training are referred to as Attribute-Regularized Variational
Autoencoders (AR-VAE) and have demonstrated notable results in controlling the generations
of music [11] and simple images [12]. However, while the AR-VAE demonstrates impressive
controllability, it is limited by its generative capabilities for complex images, struggling to
produce detailed outputs and often generating blurry artifacts - a common limitation of VAE
based models [14]. This restricts the type of images that can be controlled using ALSR and thus
the scope of its application.

In this work, we address this gap and demonstrate that ALSR can be used to control the
generations of complex images by incorporating a Denoising Diffusion Probabilistic Model
(DDPM) [15] into the AR-VAE architecture. We build upon work on VAE-Diffusion models
[16] and demonstrate that controllability is maintained even with the incorporation of the
diffusion model. To showcase this, we utilise two different datasets. The first is the Curl Noise
dataset, which was created for this project and contains abstract flow-field images generated by
an agent-based line drawing system, the second is the Kaggle abstract art dataset [17] which
contains images of abstract paintings. Both datasets were selected to showcase how ALSR can
be utilised in a more artistic setting. This work widens the applicable scope of ALSR, making it
a plausible method for incorporating controllability of high fidelity images in AI-CSTs.

2. Background

2.1. AI-based Creativity Support Tools

With the rise of novel AI algorithms, a new generation of AI-based Creativity Support Tools
(AI-CST) has been introduced to aid their use. Although the power of these tools have opened
up many possibilities for artistic creation, users often struggle with different aspects of the
interaction. Of relevance to this work, is the difficulty of handling unpredictable outputs [18, 19]
and the lack of capabilities to explore the design space [5].

AI-CSTs can vary in the type of tasks they perform and the domain of application, with tools
used for automating difficult or time consuming tasks [20, 21], for aiding ideation [22, 23, 24] and
for content editing (for instance the in-painting or out-painting capabilities of Text-To-Image
(TTI) systems). Although these tools enable interactions with AI models, usually through
high-level representations of the output, the models behind them remain black boxes [11, 25].
This results in limited exploration capabilities, restricting the user’s ability to further develop
ideas and express their artistic intentions [26, 5].

Although generative AI technologies exhibit creativity largely due to their unpredictable
nature, users often struggle to build upon the models’ outputs, failing to acknowledge creative
practice as a reflective process [27]. While some creatives have found ways to work around



these limitations [28], users still face difficulties using these systems [29]. A path to enhance the
use and interaction with state of the art AI generative models is the development of mechanisms
to allow the exploration of the design space. We show in this work that the use of ALSR on the
VAE-Diffusion model provides a controllable mechanism at a more granular level (i.e. focusing
on specific dimensions of the latent space) while maintaining the quality of complex images.

2.2. Deep Generative Modelling For Images

Denoising Diffusion Probabilistic Models (DDPM) [15] are generative models that have recently
demonstrated impressive results in generating various artefacts [1, 30, 31]. The training of
a diffusion model involves a diffusion process, which successively adds noise to an input,
and a reverse-diffusion process, which trains a model that tries to predict how much noise
should be removed at each step. During inference, noise is sampled and passed through the
reverse-diffusion process to produce an output.

Recent advances in language modelling [32, 1] have demonstrated that diffusion controlla-
bility can be added through textual interfacing, commonly referred to as ’prompting’. While
this method proves popular and effective for the general guidance of the generative process,
arguments have been made regarding the constraints of language as an interface and how it
limits creation, particularly in the realms of abstract art or technical designs [33].

Variational Autoencoders (VAE) [34] are generative models that are trained to compress
and reconstruct data to a probability distribution. This paired with the Kullback-Leibler (KL)
Divergence [35] allows one to sample latent vectors from a probability distribution and generate
outputs using the VAEs decoder. A VAE is trained by passing an input image into the network
and using the reconstructed image to calculate a reconstruction loss, i.e., how well the model
could compress then recreate an artefact. Additionally, a KL-Divergence penalty is added to the
loss function to ensure that the latent vectors of the model, i.e., the compressed representations,
are aligned with a specified probability distribution. This allows users to sample from this
distribution and use the model to generate new artefacts. Compared to other generative models,
VAEs are easier to train and have a regularised latent space that allows for interpolations
between generations and the addition of control vectors. This approach has proven useful in
various creative domains, as seen with MusicVAE [36], which enabled users to navigate its
latent space to explore different melodies or drum beats. However, when compared to diffusion
models or generative adversarial networks (GANs) [6], VAEs often lack the generative capability
to produce highly detailed complex imagery. To address this, work has been done on combining
the VAE with a DDPM to take advantage of the VAE’s low-dimensional, interpretable latent
space, while still maintaining high-quality generations. This was first done in [16], where the
authors built a DiffuseVAE and showcased its generative performance on the CelebA-HQ 256
dataset [37]. In this work, we enhance the DiffuseVAE model by integrating it with an AR-VAE,
obtaining a more controllable model while maintaining the quality of the generated images.

2.3. Disentangling the Latent Space for Controllability

FaderNetworks [9] disentangle the latent space of an encoder-decoder model from specific
attributes of the images to produce controllability. Attributes are then applied using a conditional
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Figure 1: Two-Stage training process of our DiffuseVAE

vector of binary categorical attributes ranging from 0 to 1. Despite demonstrating controllability,
FaderNetworks were limited to categorical attributes that had clear upper and lower bounds -
making it difficult to apply this regularization to strictly continuous variables. Additionally,
FaderNetworks incorporated adversarial learning with a discriminator to disentangle the latent
space, adding an extra layer of complexity to training.

Another way to add controllability to deep generative networks is to apply constraints to
the latent space. One method to do this is Attribute-Based Latent Space Regularization (ALSR)
presented in [12]. Here, the authors add an extra regularization term to the loss function
of a VAE so that specific dimensions of the model’s latent vector correlate with attributes
of the generations. Increasing or decreasing the values of these dimensions would result in
the generations having more or less of these respective attributes. The authors refer to this
model as an Attribute-Regularized Variational Autoencoder (AR-VAE) and demonstrate that it
adds significant controllability to generations of the MNIST dataset [38] as well as generations
of monophonic measures of music [11]. Additionally, compared to Geodesic Latent Space
Regularization (GSLR) [10], ALSR works with non-differentiable attribute functions, expanding
the possibilities of regularized attributes. However, despite the impressive controllability, these
models are restricted by the generative limitations of the VAE where outputted images are often
blurry and lack the fine resolution of other generative models [6, 15], justifying our approach
for an AR-VAE-Diffusion model.

3. AR-VAE-Diffusion Model

Our AR-VAE-Diffusion model is an extension of the DiffuseVAE [16], wherein the VAE now in-
corporates a regularisation term that corresponds to the AR-VAE [12]. This simple modification
allows for the introduction of attributes into a system with high image quality. We refer to the
introduced term 𝐿𝑎𝑟𝑟 as the attribute loss which is computed as per Algorithm 1.

Thus the modified training objective of the VAE in the VAE-Diffusion model is of the form:

𝐿𝐴𝑅−𝑉𝐴𝐸 = 𝐿𝑟𝑒𝑐𝑜𝑛𝑠 + 𝛽 ∗ 𝐿𝐾𝐿 + 𝛾 ∗ 𝐿𝑎𝑟𝑟

Here, 𝐿𝑟𝑒𝑐𝑜𝑛𝑠 is the reconstruction loss for which we use the mean squared error, 𝐿𝐾𝐿 is the
KL-Divergence between the VAE’s latent distributions and a standard normal distribution, and



Algorithm 1 Computation of attribute loss for one mini-batch with 𝑚 training examples

Input: Training Examples: 𝑥1 … 𝑥𝑚
Attribute Values for given training examples:
𝑎1 = [𝑎11 ⋯ 𝑎1𝑚] … 𝑎𝑛 = [𝑎𝑛1 ⋯ 𝑎𝑛𝑚]
Latent Values corresponding to the dimension
of the latent space we want to regularise our at-
tributes against:
𝑧1 = [𝑧11 ⋯ 𝑧1𝑚] … 𝑧𝑛 = [𝑧𝑛1 ⋯ 𝑧𝑛𝑚]
where 𝑚 is the size of our mini-batch, 𝑛 is the
number of attributes.

Output: Attribute Loss for mini-batch
forEach 𝑎𝑟𝑟 ∈ 𝑎𝑡𝑡𝑟 𝑖𝑏𝑢𝑡𝑒𝑠 do

𝑎𝑚𝑚 ← [𝑎𝑇𝑎𝑟𝑟 ⋯ 𝑎𝑇𝑎𝑟𝑟] ▷ stack 𝑎𝑇𝑎𝑟𝑟 m times
𝑧𝑚𝑚 ← [𝑧𝑇𝑎𝑟𝑟 ⋯ 𝑧𝑇𝑎𝑟𝑟] ▷ stack 𝑧𝑇𝑎𝑟𝑟 m times
𝐷𝑎𝑎𝑟𝑟 ← 𝑎𝑚𝑚 − 𝑎𝑇𝑚𝑚
𝐷𝑧𝑎𝑟𝑟 ← 𝑧𝑚𝑚 − 𝑧𝑇𝑚𝑚

end forEach
𝐿𝑎𝑟𝑟 ← ∑

𝑎𝑡𝑡𝑟 𝑖𝑏𝑢𝑡𝑒𝑠
MAE(𝑡𝑎𝑛ℎ(𝛿𝐷𝑧𝑎𝑟𝑟) − 𝑠𝑔𝑛(𝐷𝑎𝑎𝑟𝑟)) where 𝑠𝑔𝑛 is the sign function and MAE is

the mean absolute error. 𝛿 is a tunable hyperparameter to control the spread of the posterior.

𝐿𝑎𝑟𝑟 is the attribute-based regularization loss. More details regarding ALSR are described in the
AR-VAE paper [12]. The use of ALSR introduces two new hyper-parameters during training, 𝛾
and 𝛿 (in Algorithm 1). 𝛾 can be used to specify the strength of the regularisation, and 𝛿 is a
tunable hyperparameter to control the spread of the posterior.

Figure 1 provides insight into the training and high-level structure of our AR-VAE-Diffusion
Model. In our model, only the reverse process of the DDPM is conditioned on the VAE recon-
structions. This is consistent with the first formulation presented in the original DiffuseVAE
paper [16].

During inference, the process to control a generated output can be described as follows:
Let 𝑧𝑛 ∼ 𝒩 (0, In) be a vector sampled from a normal Gaussian distribution with 𝑛 dimensions.

For each dimension 𝑖 corresponding to some attribute 𝑎𝑟𝑟, the value in the vector 𝑧𝑛 is modified
as follows:

𝑧𝑛[𝑖] = 𝑧𝑛[𝑖] + Δ

where Δ ∈ ℝ represents the change desired for the specific attribute. In practice we found
constraining the domain of Δ yielded the best results, the domains used for each dataset was
determined through trial and error and involved identifying the values of Δ which resulted in a
generated images that were drastically different to the original input. These values and other
hyperparameters are recorded in the code base and are based off suggestions from the original
DiffuseVAE paper [16] as well as trial and error. The modified vector ̂𝑧𝑛 is then fed into the VAE
decoder to generate an image. This can be defined as:

𝑥̂ = 𝑉𝐴𝐸𝑑𝑒𝑐𝑜𝑑𝑒𝑟( ̂𝑧𝑛)



Figure 2: Example images from our datasets compared to datasets used in previous studies. Columns 1
and 2 are MNIST and 2d-sprites, used in previous studies. Columns 3 and 4 are Curl Noise (new) and
Abstract Art.

Subsequently, the reverse process of the DDPM is applied to generate the final output. This
involves conditioning on the VAE-generated image. More precisely we get the generation 𝑦 as:

𝑦 = 𝐷𝐷𝑃𝑀𝑟𝑒𝑣𝑒𝑟𝑠𝑒(𝑧𝑙𝑎𝑡𝑒𝑛𝑡|𝑥̂) where 𝑧𝑙𝑎𝑡𝑒𝑛𝑡 ∼ 𝒩 (0, I(h,w))

Here, ℎ and 𝑤 represent the size of the image dataset the DDPM is trained on. The code from
this project is available here1

4. Experiments

To evaluate the AR-VAE-Diffusion model, two separate models were trained on two different
datasets to assess its capability in generating and controlling complex images. This section
details the datasets and image attributes used for training and provides an overview of the
metrics employed to evaluate disentanglement.

4.1. Datasets

The previous datasets used to evaluate ALSR were MNIST [38] and 2d-sprites [39], both of
which contain simple images and can be seen in the first two columns of Figure 2. Since the
AR-VAE has already proven its capability to control these basic images, we utilised two different
datasets to evaluate the performance of the AR-VAE-Diffusion model. Both of the datasets
were selected due to their complexity, which we define as the degree of intricacy and richness
present within an image, and encompasses a range of factors such as details, patterns, textures
and colour variations. Both datasets are also abstract in order to simulate a more artistic model
and to test the model’s capability on attributes that are challenging to define. Additionally, the
attributes embedded within the latent space were chosen by the authors for their perceived
potential to produce interesting variations on generated outputs. A comparison of our datasets
vs the previous datasets can be seen in Figure 2.

1https://github.com/SensiLab/AR-VAE-Diffusion



4.1.1. Curl Noise

The curl noise dataset is a novel image dataset generated from an agent-based line drawing
system, named Curl Noise [40]. Curl Noise, utilises 14 parameters that are used to produce
abstract complex images based on flow fields. We used the Curl Noise system to generate a
dataset of approximately 90000 designs of resolution 512x512 2. After removing blank and
highly faded generations, we were left with approximately 68000 images for training and testing.
This dataset is available here [41].

The image attributes used to test controllability of generations from the Curl Noise dataset
are described below:
Pixel density: defined as the quantity and intensity of pixels present in the image, and was
calculated as follows:

𝑝𝑖𝑥𝑒𝑙 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 = 1
𝑛

𝑛
∑
𝑖=1

𝑥𝑖

where 𝑥𝑖 represents each pixel value, and 𝑛 is the number of pixels in the image.
Size: defined as the minimum enclosing circle of a threshed, dilated and eroded image, and was
calculated as follows:

𝑚𝑖𝑛 𝑟

𝑠.𝑡 . (𝑥2𝑖 + 𝑦2𝑖 ) ≤ 𝑟 ∀𝑥𝑖, 𝑦𝑖 ∈ 𝑃

Where 𝑟 is the radius of the circle and 𝑃 is the set of (𝑥𝑖,𝑦𝑖) points in the design. OpenCV was
utilised to both preprocess the image and calculate the size attribute. To ensure both attributes
have equal importance in the Regularization of our variational auto-encoder’s latent space, we
standardise both attribute values.

4.1.2. Kaggle Abstract Art

The Kaggle Abstract Art [17] dataset contains 28820 512x512 RGB images of abstract art. The
image attributes used to control generations from the abstract art dataset are described below:

Colour Diversity: defined as the approximate number of perceived colors in the image. We
created this metric specifically for analyzing the variety of colors in an abstract art piece. This
attribute is calculated as:

𝑓 (𝑥) = round ( 𝑥
𝑥tolerance

) × 𝑥tolerance

∀(𝑟𝑖, 𝑔𝑖, 𝑏𝑖) ∈ image add (𝑓 (𝑟𝑖), 𝑓 (𝑔𝑖), 𝑓 (𝑏𝑖)) to a set 𝐴
color diversityimage = |𝐴|

where 𝑟tolerance ∶= 0.299 × tolerance

𝑔tolerance ∶= 0.587 × tolerance

2This was done with the consent of the creator of the Curl Noise system who has allowed distribution of this dataset
for non-commercial uses.



𝑏tolerance ∶= 0.114 × tolerance

Tolerance is a hyper-parameter that determines how close colors have to be for them to
be grouped as one. We set a tolerance of 35 to effectively group colors, determined through
trial and error and validated by visual inspection. The specific tolerance constants (0.299,
0.587, and 0.114) are borrowed from constants used in luminance calculation, following ITU-R
Recommendation BT.601 [42]. These are used to account for the perceived brightness of different
colors to the human eye. While alternative constants (0.2126, 0.7152, and 0.0722) as per ITU-
R Recommendation BT.709 were tested [43], they failed to produce as visually accurate outcomes.

Structural Complexity: defined similarly to as in [44], structural complexity, attempts to
measure how structurally complex an image is, modified to act as a proxy for the aesthetic
complexity of abstract art images [45]. Intuitively, this is measured through image compression,
an image that compresses to a smaller file is perceived as less structurally complex compared to
one compressing into a larger file size. More concretely, for a given image:

1. Divide the image into patches.
2. Bin the patches into 4 values based on mean intensity.
3. Compute a compression ratio between the binned form and the original grayscale form

of the image.

A larger compression ratio means that the image is more difficult to compress, and thus is more
visually complex and vice versa. The specific implementation of this attribute, based off [40], is
available in our code.

4.2. Disentanglement Metrics

To investigate whether the AR-VAE on its own offers better controllability and disentanglement
of the latent space, along with a visual examination of our results, we utilize a variety of disen-
tanglement metrics as used in the AR-VAE paper [12] which have demonstrated practical value
in both the image and music domains. We summarize these metrics below. The implementation
of these metrics has been borrowed from [46]. For all the metrics, except interpretability, we
compute the mean across the attributes. We hold-out 20% of the dataset to compute the disen-
tanglement metrics for the Curl Noise dataset. For the Abstract Art dataset, as the number of
training images is already very limited, we compute the disentanglement metrics on the entire
dataset.
Interpretability: Interpretability measures the existence of a simple linear probabilistic rela-
tionship between a specified attribute and the latent space [47].
Mutual Information Gap (MIG): Ideally, each attribute should only depend on one latent
dimension. The Mutual Information Gap (MIG) helps us assess this property by computing the
difference between the top two latent dimensions that have maximal mutual information with
respect to a given attribute [48].
Modularity: Modularity measures if each latent dimension encodes information on only a
single attribute. This is done by calculating the deviation from an idealized scenario where each
latent dimension has high mutual information with one attribute and zero mutual information



Disentanglement Metrics Curl Noise Abstract Art

Beta-VAE AR-VAE Beta-VAE AR-VAE

Interpretability - Pixel Density 0.6854 0.8657 — —
Interpretability - Size 0.4098 0.4875 — —

Interpretability - Structural Complexity — — 2.59717e-07 3.52932e-05
Interpretability - Color Diversity — — 6.08712e-07 1.25237e-05

Modularity 0.6822 0.8129 0.68047 0.68367
Mutual Information Gain 0.0827 0.0925 9.95232e-05 1.111e-04

Seperated Attribute Predictability 0.3634 0.4758 5.07138e-05 4.47036e-05
Spearman Correlation Coefficient 0.8129 0.8779 0.020022 0.020021

Table 1
Disentanglement measurements: The beta-VAE is a standard VAE without regularisation. The AR-VAE
is the VAE used in our AR-VAE-Diffusion model.

with respect to all other attributes [49]. High deviations imply that the latent space is not very
modular.
Separated Attribute Predictability (SAP): Much like MIG, SAP computes the difference
between the top two latent dimensions that have a maximal 𝑅2 Score (for continuous attributes)
with respect to a given attribute [50].
Spearman Correlation Coefficient (SCC) Score: The Spearman Correlation Coefficient
represents the degree to which the relationship between two variables can be explained by a
monotonic function. The maximum value of the Spearman Correlation Coefficient between an
attribute and each of the latent dimensions is the SCC score [50].

5. Results

5.1. Disentanglement Metrics

The disentanglement metrics for both a standard beta VAE and our AR-VAE can be seen in
Table 1. For the Curl Noise dataset, our AR-VAE outperforms the standard Beta VAE in all
disentanglement metrics. There is a noticeable difference between the controllability of pixel
density and size as seen when comparing the two interpretability metrics. This can also be seen
visually when comparing the controllability of Figures 4a and 4b.

For the Abstract Art Dataset, the interpretability metric for the AR-VAE is higher than
that of the Beta-VAE. Between the two attributes, structural complexity displays a higher
interpretability value. Among the other metrics, the results between the two models are very
similar, this is discussed further in section 6.3. Whereas for Separated Attribute Predictability
and the Spearman Correlation Coefficient, the Beta-Vae displays slightly larger disentanglement
scores, the AR-VAE outperforms the Beta-VAE on Modularity and Mutual Information.



Figure 3: Comparison of AR-VAE generations (top) and AR-VAE-Diffusion (bottom) generations

(a) Curl Noise: Pixel
Density

(b) Curl Noise: Genera-
tion Size

(c) Abstract Art: Struc-
tural Complexity

(d) Abstract Art:
Colour Diversity

Figure 4: Examples of controllability over the four attributes for the two datasets. Each attribute has
two examples with the first row representing generations from latent vectors where the attribute is
lowest and the last row representing generations from latent vectors where the attribute is highest.

5.2. Controllability of Generations

Generations from the VAE-Diffusion model can be seen in Figure 3. As expected, when compar-
ing the generations of the AR-VAE (top) to the generations of the VAE-Diffusion model (bottom),
the generations of the VAE-Diffusion model are of higher quality, with images containing
significantly more detail. Moreover, Figure 4 illustrates that even with the incorporation of
the diffusion model, image attributes still remain controllable, with changes in attributes still
maintaining the original essence of the image. More examples can be found here.3. The level of
controllability varies noticeably across different attributes. For instance, the controllability of
Pixel Density is visually more apparent than that of color diversity. Increasing attributes can
also have an unexpected affect on the resulting design as shown in figure 4b where increasing
size resulted in a hazy exterior being added to the second design.

3See Github



6. Discussion

In this work, we demonstrated that ALSR can be applied to complex data using an AR-VAE-
Diffusion model, overcoming the original limitation of the AR-VAE model, which was unable to
generate detailed outputs, as seen in the top row of Figure 3, where generations are blurry and
undefined. We showcased the proficiency of the model to not only generate high fidelity images
from two distinct datasets, but also the ability to control the generations using four different
attributes (as shown in Figures 3 and 4). This broadens the scope of ALSR, unlocking the potential
for novel AI-CSTs that empower users to manipulate more complex images. Additionally,
compared to text-based interfaces, this method allows for fine-grained controllability of specific
attributes that can be specified by the developer.

The AR-VAE-Diffusion model also offers a more straightforward training approach compared
to FaderNetworks, which employ adversarial training to disentangle attributes. This mitigates
potential problems associated with adversarial convergence and mode collapse [51], making
the development of powerful controllable models easier.

6.1. Implications for AI-CSTs

An important aspect of AI-CSTs is to leverage unpredictable behaviours that can surprise
and inspire the user [20, 5]. Although the objective of the AR-VAE-Diffusion model is to add
controllability to the process, the model still retains some agency in the creative process when
applying the attribute manipulations. This is illustrated by the examples in Figure 4, where it
can be seen how the new generations introduce new elements to the images while still keeping
the essence of previous generations. How much the new generations deviate from the previous
ones depends highly on the formulation of the attributes.

Additionally, the flexibility of ALSR provides developers with the freedom to explore and
encode different attribute functions. For instance, the formulation for structural complexity
followed here is correlated with a measure of aesthetic complexity identified in [45]; however,
this attribute could take other forms. To illustrate, we could define structural complexity based
on the amount of white space an image has, or the diversity of shapes within the image, or the
presence of repeated patterns. The formulation of attributes is flexible allowing developers to
explore different creative possibilities. This work also has promise beyond high-fidelity image
generation in fields such as controllable music generation [52] and 3D-modelling [53], as both
these fields that have shown promise with diffusion models.

Finally, the nature of the technique allows for formulations of attributes that may not have
been possible with other methods [10]; providing more flexibility in the type of attribute
functions that can be encoded.

6.2. Considerations for Attribute Selection

Our experiments revealed that some attributes perform better than others. For example, in figure
4, changes in pixel density are more obvious than changes in colour diversity, likely due to the
complexity of the colour diversity function. If an AR-VAE-Diffusion model is being designed to
produce visually predictable controllability, image attribute functions must be carefully defined.



For example, in figure 4a as the size dimension is increased in the second design, the generations
begin to grow a fuzzy exterior. While this may not have been predictable, it is still consistent
with how size was defined in section 4.1, which is as the minimum enclosing circle around the
design. Therefore, for predictable results, attribute functions must be carefully defined.

The importance of attribute selection is illustrated by the difference in the disentanglement
metrics (see Table 1) between our two datasets. Compared to the attributes used in the Curl Noise
dataset, the attributes used in the Abstract Art dataset exhibit significantly higher complexity.
Consequently, an analysis of the disentanglement metrics (see Table 1) reveals that the latent
space is not as disentangled. Nevertheless, the interpretability metrics indicate that, in contrast
to a Beta-VAE, the AR-VAE still maintains a stronger linear probabilistic relationship between
the attributes of interest and the latent space. Thus, by manipulating the attribute respective
latent dimensions of the AR-VAE by largely increasing/decreasing their values, we can control
the attributes even though the latent space is not as disentangled. Despite the complexity of the
attributes, training still yields relatively controllable output, as evident from visual generations.

6.3. Limitations of the Approach

Although the AR-VAE-Diffusion model significantly improves the generative capabilities of the
AR-VAE, there is an added computational cost in both training and inference, potentially limiting
the applicability of the model in real-word applications for users with limited computational
resources. However, as demonstrated in Figure 3, without the addition of the Diffusion model,
the AR-VAE is unable to generate high fidelity generations of complex images, justifying the
increased computational cost of the AR-VAE-Diffusion model. Additionally, many modern
creative tools such as photoshop or ableton require decent compute resources for their operations,
making the computational demands of the AR-VAE-Diffusion model less prohibitive within
certain professional contexts.

7. Conclusion

In this work we demonstrate that ALSR can be applied to more complex images through the
use of an AR-VAE-Diffusion model. This extends the applicable scope of ALSR making it now
a plausible method for controlling the generations of high-fidelity images. Additionally, the
flexibility of ALSR provides new opportunities for developers to build deep learning based
AI-CSTs that provide controllability of a wide range of attributes. Future work will involve
testing how different forms of attribute regularisation on the AR-VAE-Diffusion model improve
the level of controllability in the model.
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