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Abstract
Rule induction is a powerful tool for data mining. It can be used to create understandable prediction models
that are presented as a set of rules. Because of their interpretability, they can be used and understood by a wide
range of users – from data science experts to professionals in other fields who want to analyse their data. For
this reason, it is beneficial to offer systems for rule induction with a graphical user interface (GUI) that would be
usable also for users without programming skills. This article proposes a RuleMiner – a new web service for rule
induction and rule-based data analysis. RuleMiner application is a development of the original RuleKit library
co-developed by the authors. The platform allows users to run RuleKit algorithms for classification, regression,
and survival rules at the GUI level without requiring programming knowledge. It also offers the functionalities
to work with sets of rules and datasets, visualise the results, perform user-driven rule induction, analyse the
created models, explore the coverage of individual rules and examples, analyse models’ predictive capabilities,
and perform predictions for new examples. The RuleMiner platform is publicly available. The article presents
the related work, shows RuleKit comparison with selected algorithms, highlights the most important RuleMiner
functionalities, and provides an illustrative example of the proposed system’s usage.
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1. Introduction

The article presents a RuleMiner web service for rule induction and rule-based data analysis as the
development of the RuleKit library [1]. The RuleKit includes classification, regression, and survival rule
induction algorithms developed by our team. Based on this library, we have also developed algorithms
for action rule induction [2], rule-based expalinability [3] and user-driven rule induction [4].

Until now, the RuleKit algorithms were available only to people who were proficient in programming,
or it required our involvement in research, e.g. as in [5]. Thus, the motivation behind creating the
RuleMiner application was to share a wide range of tools for knowledge discovery, data mining, and
generating rule-based prediction systems accessible to a broad audience. We are particularly interested
in making the RuleMiner application beneficial to people from various scientific fields who want to use
rule systems to analyse their own datasets. RuleMiner allows users to run RuleKit algorithms from the
GUI level (thus without programming knowledge) and analyse quantitative results in a user-friendly
form. It also allows users to work with rulesets and datasets – the user can edit them, filter them, run
user-driven induction, visualise results, analyse coverage of individual rules and examples, and more.

In this article, we show the effectiveness of our computation kernel (RuleKit) and compare it with
other methods. The article also presents the most important functionalities and shows an illustrative
example of system usage. All information about the proposed application can be found on the RuleMiner
website at https://ruleminer.ai/ and on our GitHub page at https://github.com/ruleminer/ruleminer. The
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RuleMiner application is available at https://app.ruleminer.ai/. Additional research results can be found
in the report available also at our GitHub repository1. In accordance with good research practice, we
have also made public the detailed numerical results of our research2 and the datasets3.

2. Related work

Rule induction is used for tasks of knowledge discovery and, because of its interpretability, for ex-
plainability (XAI) tasks [6]. There are multiple approaches to rule induction. A popular one is the
separate-and-conquer strategy (SoC), also known as the sequential covering approach. This strategy
was proposed by Michalski [7] and includes methods for generating a ruleset or a rules list. An extensive
discussion of the covering approach and a review of SoC-based rule induction algorithms was presented
by Funkranz [8] and can be found in book [9]. SoC is still used to define new rule induction algorithms,
particularly in regression problems [1, 10], action rule induction [2], and survival rule induction [11].
Related approaches are methods that connect separate-and-conquer strategy with rough set theory
(RST) [12]. There are also methods that look for locally optimal rules for a specific observation from a
training dataset [13, 14]. The next group of algorithms are the methods that are based on ensemble
learning [15]. They can use boosting [16, 17] or bagging [18] techniques. Rule induction can also
involve optimising the entire ruleset based on a given loss function [19, 20]. The literature also describes
simpler examples of rule inductions, e.g., the OneR algorithm [21], that generates a set of rules that test
only one particular attribute. Some of the mentioned methods are suitable for solving both classification
and, with some adjustments, regression problems.

2.1. Algorithms and implementations

There are numerous implementations of rule-based algorithms and data mining programming libraries
with rule-based methods. The given section presents a selection of them to demonstrate the currently
available tools.

Rule induction can involve different types of rules, but the most common ones are association
rules and rules with conclusions created based on one attribute. In the latter case, we can generate
classification rules (that is, decision rules) or regression rules. It is also possible to create survival rules
that, in conclusion, have an estimator of the survival function.

The association rules can be generated in numerous software, e.g. in Orange library [22] or Weka
package [23]. These libraries are general data mining purpose libraries, and the association rules are
only one of many available algorithms. The association rules can also be generated by programming
libraries e.g. Python apyori library (https://github.com/ymoch/apyori, last accessed 2024/06/07) or R
package arules [24].

The second group of software includes tools that implement algorithms for generating classification,
regression, or survival rules. Below, we present well-recognised algorithms and the methods that
we used in experiments, which will be presented in further sections of the article. The exemplary
algorithms for rule induction and their implementations are as follows:

• AQ15 classification algorithm that is available in Rseslib 3 library [25].
• BOOMER [26] algorithm for learning ensembles of gradient-boosted multi-label classification

rules.
• BRCG [19] algorithm for classification rule induction for binary datasets, with implementation

available in AIX360 package [27].
• CN2 algorithm [28] for generating classification rules. Its implementations can be found in

Orange library [22].

1https://github.com/ruleminer/ruleminer/blob/main/reports/comparing_RuleKit_with_other_methods/classification_
summary.md

2https://github.com/ruleminer/ruleminer/tree/main/reports/comparing_RuleKit_with_other_methods/results
3https://github.com/ruleminer/datasets/tree/main/classification
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• Interpretable Decision Sets (IDS) algorithm [20]. The Python package pyIDS [29] offers the
implementation of the algorithm.

• JRip algorithm [30], also called RIPPER. It is implemented in Weka package [23], and it is also
available in Altair AI Studio (previously RapidMiner4) and AIX360 package [27].

• LORD [14]. It is an algorithm for learning locally optimal classification rules.
• M5Rules algorithm [31] implemented in Weka package [23] for regression problems; however, it

generates a ruleset based on trees.
• MLRules [16] available in Weka package [23] for classification problems.
• OneR [21]. Its implementation can be found in the Weka package [23].
• RuleFit algorithm [15] for generating classification rules for data with binary labels. The im-

plementation is available in Python imodels library [32]. It can also be used for regression
datasets.

• RuleKit [1]. It offers the induction of classification, regression and survival rules. Its implementa-
tion is available in the GitHub repository at https://github.com/adaa-polsl/RuleKit.

There is also available software that integrates numerous rule-based algorithms. Rseslib 3 library [25]
implements the AQ15 algorithm and numerous methods for generating decision rules from reducts. In
the KEEL software library [33], there are available multiple rule learning algorithms for classification, e.g.
AQ15, CN2, OneR, RIPPER and others. Several rule-based algorithms can also be found in the already
mentioned libraries: Weka [23], imodels [32], and AIX360 [27]; however, these packages are not solely
focused on rule induction. There are also available frameworks for creating rule learners. The example
can be SeCo Framework (documentation can be found at https://ke-tud.github.io/resources/SeCo.html,
last accessed 2024/06/07).

As mentioned before, this is only a selection of available algorithms and their implementations.
However, there is a visible dominance of algorithms for the induction of classification rules. There
are few algorithms for the induction of regression rules, and only RuleKit offers the algorithm for
generating rulesets for censored datasets. We can conclude that the RuleKit tool is the most versatile in
terms of the data for which it can perform rule induction (classification problems with binary labels
and for problems with multiple classes, regression data and survival datasets).

2.2. Visual tools for rule induction

On the market, we can find programmes offering a graphical user interface (GUI) for performing data
mining and predictions using rules. These programmes have the advantage of being accessible not only
to users experienced in programming languages who can write their own programs.

Our RuleMiner system focuses on inducing classification, regression, and survival rules. Therefore,
our overview of available GUI applications for creating rule-based models only covers these types of
inductions.

Orange library [22] offers an open-source GUI application that can be used for many data mining
tasks. In this application, multiple widgets are available, e.g. for loading data, visualisations, and
modelling. They can be moved and connected with each other to create the data mining process. Orange
uses the CN2 algorithm to induct classification rules. It offers a simple viewer for rules with basic
statistics, such as the length and quality of each rule. Similar systems are already mentioned Altair
AI Studio (formerly Altair RapidMiner), KEEL [33] and KNIME [34]. The Altair AI studio and KEEL
give the widgets to generate classification rule-based models. The KNIME system has an implemented
method for fuzzy rule learners, but these rules are outside this overview’s scope. KNIME also allows
the creation of user-defined rules that can be used to label new datasets.

Another system is Weka [23] – machine learning software that provides an interface for analysing
datasets. As was mentioned in Section 2.1, Weka can generate classification and regression rules by
multiple algorithms, which may be the advantage of this tool. After the induction process, Weka gives

4https://altair.com/altair-rapidminer, last accessed 2024/06/07

https://github.com/adaa-polsl/RuleKit
https://ke-tud.github.io/resources/SeCo.html
https://altair.com/altair-rapidminer


an overview of the generated rules and provides basic statistics of the ruleset. Weka also offers a
KnowledgeFlow tool that can be used to create data mining processes.

A very simple tool is QMAK [35], which is a part of Rseslib 3, and it uses the Rseslib 3 library as the
source of classification models. QMAK provides only simple functionality for generating and applying
classification rules to a dataset.

The system similar in some aspects to RuleMiner is a service EasyMiner [36]. It can be used to create
classification models based on association rules. The user can load the dataset and modify the attributes.
Then, based on the provided association rule pattern, the system creates a ruleset. In the article [37],
the authors also present the functionalities for the edition of rule-based models, which distinguishes
the system from other tools described before. The system also provides measures of predictive model
quality.

Most of the tools discussed (Orange, KNIME, KEEL, Weka, QMAK) are not solely focused on rule
induction, and because of this, they do not provide advanced functionalities for manipulating rule-based
models and results. These five tools are also all desktop applications. It means that the datasets and
analysis are unavailable to the user when using different devices. Only the EasyMiner system, which is
focused on applying rule induction to data, provides interesting functionalities specific to rule-based
models, such as adding, editing, removing rules, attribute modification or creating new rules. When
applying the changes, the user can also interactively validate the model’s predictive performance.
EasyMiner is an online tool, so the program does not need to be configured on the user’s hardware.
The disadvantage of the EasyMiner system is the support of only association and classification rule
induction.

3. RuleMiner

Considering available programmes for rule induction, we propose RuleMiner – an online system for
rule-based data mining. It is based on our original software for rule induction called RuleKit [1]. It is
acknowledged in the research field, as evidenced by numerous publications in reputable journals [4, 3].
Additionally, it is constantly developed, and new software is created based on it.

RuleMiner is an analytical tool that allows users to work with data using rules. It can be used to
work with classification, regression, and survival data. RuleMiner offers the possibility to predict
data using rulesets, evaluate the quality of rules and rulesets, create rules based on the user’s specific
requirements (user-driven rule induction), visualise results, compare rulesets with syntactic and semantic
rule similarity and generate reports.

RuleMiner is a web application that does not require programming knowledge. Thanks to this, it is
available to many users. Projects can be accessed from many devices, and there is no need to configure
the application on the user’s hardware. Due to the application’s web-based nature, the imported data
are stored in a centralised database. Users are obligated not to enter personal data, unanonymised
sensitive data, or legally protected information into the application. However, those who wish to
work with sensitive, protected, or proprietary data can still do so by applying data anonymization or
pseudonymization techniques before uploading their datasets. These processes help ensure that the
data is altered in a way that prevents the identification of individuals or the exposure of confidential
information. It is important to note that even with these precautions, the service provider is not liable
for the stored data. The latest versions of the terms of service and details on each user’s available
resources under different plans can be accessed on the following website: https://ruleminer.ai/.

3.1. RuleKit algorithms and implementations

RuleKit is a computational kernel of the RuleMiner application. It is implemented in Java and is open-
source, available at https://github.com/adaa-polsl/RuleKit. In RuleMiner, a RuleKit python wrapper was
used (available at https://github.com/adaa-polsl/RuleKit-python). RuleKit is suitable for classification,
regression, and survival problems. However, different software was also created based on it. RuleKit
and RuleKit-related software enable rule induction, rule filtering, user-driven rule induction, contrast

https://ruleminer.ai/
https://github.com/adaa-polsl/RuleKit
https://github.com/adaa-polsl/RuleKit-python


set mining, action rule mining, induction of rules with complex and M-of-N conditions, and evaluation
of elementary condition importance. The full list of software and publications related to RuleKit and
RuleMiner can be found on our GitHub repository (https://github.com/ruleminer/ruleminer) and RuleM-
iner website (https://ruleminer.ai/publications/). The article discusses the first version of RuleMiner,
which does not yet implement all the functionality available in RuleKit-related software. Our ambition,
however, is that the RuleMiner application will provide more possibilities for using RuleKit-related
algorithms in the future.

3.1.1. Comparing RuleKit with other algorithms

Most of the available data mining and rule induction software, described in section 2.1, offers rule
induction for classification datasets. Because of this, we compared RuleKit with other methods in the
context of classification rule induction.

For the RuleKit comparison, we have chosen well-known separate-and-conquer methods (AQ15 [25],
CN2 [28], JRip [30]) but also methods representing different approaches to rule induction (MLRules [16],
RuleFit [15], LORD [14], BRCG [19], IDS [20], OneR [21]), all with available implementations. The
algorithms were mostly run with their default parameters. CN2 algorithm, which is similar to RuleKit,
was run with two versions of parameters: default parameters (denoted below as CN2_default) and
parameters that match the default RuleKit parameters (denoted as CN2_v2). RuleKit was launched with
default parameters and with two measures – C2 (denoted as RuleKit_C2) and Correlation (RuleKit_Corr).
The experiments were performed based on 10-fold cross-validations on 50 smaller datasets (most of
them come from the UCI and OpenML repositories) and 9 datasets that we classified as bigger datasets
(up to 300,000 rows in a dataset). The analyses were performed separately for binary and multi-label
classification datasets and separately for smaller and bigger datasets. As the comparison metrics, we
have chosen classification accuracy (denoted as ACC) on test and train datasets, balanced accuracy
(BAcc) on test and train datasets, number of rules, number of conditions and computation time.

This article presents only the results of selected metrics due to the limited article space. However,
the extensive experiments report is available on our GitHub page5. The report also provides detailed
information about the implementations used, the parameters of each algorithm and information about
available numerical results in CSV files and the datasets on which the analyses were performed. The
results presented are from the current report as of June 7, 2024. However, we intend to update the
report with additional results from other algorithms in the future. We are also open to conducting
experiments using other implementations of rule-based methods, which can be submitted to us.

The obtained results are presented using Critical Difference (CD) diagrams [38]. In the article, we
present CD diagrams (see Fig. 1) for ACC calculated on test datasets for smaller binary and multi-label
datasets, BAcc calculated on test datasets for bigger binary and multi-label datasets, the computational
time for smaller multi-label datasets and computational time for bigger binary datasets. The LORD
algorithm was not included in the balanced accuracy rankings because the implementation did not
output BAcc metric results.

The experiments showed that RuleKit is a good base solution for our RuleMiner platform. It performs
well, especially against other coverage algorithms. The basic form of the method can generate good rule
classifiers, and the created models have good predictive abilities. The flaw of the RuleKit basic version
is the computation time, which puts it in the middle of the compared algorithms but ahead of standard
coverage algorithms. To reduce computational time, the number of generated rules could be limited –
RuleKit and RuleMiner can adjust the number of generated rules (also presented in the extensive report).
We also conclude that RuleKit is a good computation kernel of the RuleMiner platform because it is the
only algorithm that has the ability to generate survival rules.

MLRules and LORD are RuleKit’s biggest competitors – MLRules because of its prediction accuracy
and LORD because of its computation time. Considering this, we plan to add to RuleMiner the possibility

5https://github.com/ruleminer/ruleminer/blob/main/reports/comparing_RuleKit_with_other_methods/classification_
summary.md
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(a) ACC for smaller binary datasets. (b) ACC for smaller multi-label datasets.

(c) BAcc for bigger binary datasets. (d) BAcc for bigger multi-label datasets.

(e) Calc. time - smaller multi-label datasets. (f) Calc. time - bigger binary datasets.

Figure 1: The Critical Difference diagrams for carried out experiments.

of including rules generated by these algorithms and implement the classification mechanism that these
algorithms use. In our opinion, the LORD algorithm would also benefit from using a filtration approach.

3.2. Service functionalities

RuleMiner application offers many functionalities for data mining using rule induction, and it was
designed to be user-friendly. The user can create projects, load and analyse datasets and induce rules
for classification, regression and survival data. It not only offers the functionalities to run rule induction
algorithms and explore the results (e.g., view the created rulesets, view characteristics of single rules
and a whole ruleset), but it also allows the user to connect different rulesets, filter rules, manually
edit them, and combine rules that were created in different ways (generated automatically, created
manually, and induced using a user-driven approach). Thanks to this, the user has a wide range
of functionalities to create the rule-based model that describes a dataset well, has good predictive
capabilities, and includes rules relevant from the user’s point of view. The changes can be verified on
an ongoing basis, and their effect on the quality of the ruleset and the predictive capabilities can be
monitored. The main functionalities groups available in the RuleMiner application are presented in
Fig. 2, and the full description of functionalities is available in the documentation at our GitHub Wiki
page (https://github.com/ruleminer/ruleminer/wiki).

The RuleMiner system offers functionality for generating reports, as it is shown in Fig. 2. This is
a non-interactive part of the system, but it can be used to compare the results of different machine
learning methods, not only rule-based ones. What is also worth noting is that RuleMiner offers a simple
expert system that automatically configures the parameters of the rule induction algorithm based on
the user’s answers to defined questions. This allows the user to adjust the induction process to their

https://github.com/ruleminer/ruleminer/wiki


Figure 2: The most important functionalities available in the RuleMiner application and presentation of the
proposed usage scenario.



Figure 3: One of the stages of automatic rule induction configuration.

needs without exploring algorithm parameters. One of the questionnaire’s windows is shown in Fig. 3.

3.3. Illustrative example

The illustrative example is based on a classification problem and a publicly available dataset that
describes patients potentially infected with SARS-CoV-2 [39]. The goal was to diagnose patients based
on questionnaires they filled out in the hospital. In this example, we are not focusing on analyzing the
dataset but on demonstrating some of RuleMiner’s functions based on this dataset.

Fig. 4 shows the RuleMiner main window with a generated ruleset sorted by three criteria. Users can
analyse, sort and label the rules, evaluate the prediction quality and see the importance of attributes
and conditions based on the generated ruleset [3] (Fig. 5 presents condition importance for one class).

Figure 4: RuleMiner rules window.

Figure 5: RuleMiner window with condition importance.

Then, it is possible to analyse the quality of predictions calculated on the train and test dataset (see
Fig. 6).



Figure 6: RuleMiner window with information about predictive capabilities.

Fig. 7 presents the analysis of coverage of examples by the two selected rules. In the presented case,
the option AND was selected, so it means that the RuleMiner shows only the examples that are covered
by both rules. Other analyses can also be performed.

Figure 7: RuleMiner coverage window.

Finally, users can visualise how the rules from the ruleset are connected with each other, particularly
how the elementary conditions are linked. This is demonstrated in Fig. 8. It’s worth noting that
when users select different conditions – not necessarily from the same rule – the application provides
information about the hypothetical rule created in this manner (shown on the right side of Fig. 8).

The presented RulMiner windows represent only a small portion of the functionalities available in
the RuleMiner application. However, they demonstrate the capabilities of the proposed system and its



Figure 8: RuleMiner ruleset visualisation.

usability for analysing datasets using rulesets. Other available functionalities are presented in Fig. 2.

4. Conclusions and future work

We propose a RuleMiner web application for data analysis using rules. This system is a development of
the RuleKit software, which has proven to be effective enough compared to other available solutions, as
demonstrated by experimental results and a comprehensive report6. To ensure reproducibility, we have
provided numerical results and datasets for other users to utilise in their experiments. In the future, we
hope to enhance the comparison report by including outcomes from other methods that authors may
submit to us.

When compared with other GUI tools for rule induction, RuleMiner has several advantages. First of
all, it is the only visual tool for rule induction that is designed to enhance the capabilities of rule-based
data analysis for three types of problems: classification, regression, and survival. In contrast, most other
applications limit their functionality to a single type of rule induction, mostly classification rules.

RuleMiner’s distinct advantage lies in its flexible and user-centric approach to rule creation. Users
can use automatic rule induction in two variants: with parameters set based on a survey of the user’s
needs or by manually fine-tuning the parameters to suit specific requirements. The user can also load
a previously prepared ruleset or manually define all of the rules. What truly sets RuleMiner apart,
however, is its support for user-driven rule induction – users can define, e.g., what conditions or
attributes should be forbidden and which should be preferred by the algorithm. Thanks to this, the
algorithm can incorporate the user’s unique domain expertise but still enables the discovery of novel
rules that may be unknown to the user.

Because the RuleMiner application focuses solely on rule-based data analysis, it offers many func-
tionalities for ruleset analysis that are not available in software where rule induction is merely one
of many functionalities. Besides standard ruleset and rules metric presentation, it also gives insights

6https://github.com/ruleminer/ruleminer/blob/main/reports/comparing_RuleKit_with_other_methods/classification_
summary.md
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into the importance of attributes and conditions, ruleset graph-based visualizations, a visual tool for
coverage analysis, and analysis of predictive capabilities, among other features.

An important advantage of RuleMiner is also the whole spectrum of functionalities for editing rulesets.
Users can easily modify, add, disable, or remove rules, akin to the capabilities found in EasyMiner.
Additionally, in RuleMiner, the user can combine rules from different rulesets, label rules, and filter
rules by specific conditions. Importantly, all analyses available for initially generated rulesets can also
be applied to any modified ruleset, offering flexibility in rule-based data analysis.

To conclude, the RuleMiner application offers not only a GUI for running RuleKit algorithms, func-
tionalities to analyze induced rules or using created model for predictions but also gives the user the
whole spectrum of tools to interact with created rules and personalise the induction process. Thanks to
this, users can use their specific domain knowledge, experiment with ruleset modifications, and work
with the system interactively. We believe that this high level of user engagement and customization is
the significant advantage of the RuleMiner system.

The current version of the application has several useful functions that enable a complete rule-based
data analysis process, but there is still room to add more. Right now, RuleMiner offers induction for
classification, regression, and survival rules, but there are more RuleKit-based algorithms that could be
included in the RuleMiner system in the future. For example, currently, there is no available induction
of contrast sets or action rules that we want to implement into the GUI application. RuleMiner will
be further developed both to provide the user with more tools for working with rules and data and to
expand the number of available algorithms. If possible, we also want to add to the RuleMiner application
import of MLRules and LORD rulesets and their classification mechanics, as these methods are the most
promising in terms of the quality of generated rulesets and calculation time on large datasets. In the
future, there will also be the functionality to load rulesets from any system, as long as the rules are in
the specified format.

The RuleMiner application is currently available at https://app.ruleminer.ai/ and is in a stable version
with ongoing development. The capacity for analysing datasets will expand in the future as computing
resources increase. Any reported bugs are being fixed, and the application is undergoing continuous
testing. We believe that the proposed RuleMiner application will be a valuable tool for analysing data
using rules, serving a wide range of users.
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