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Abstract
Logic-based Knowledge Graphs (KGs) and Knowledge Representation and Reasoning (KRR) have emerged as

fundamental methodologies in many data-intensive areas, fostering trust and accountability for effective decision-

making. However, the knowledge captured by such approaches is often restricted by the rigidity of their structured

rule-based formalisms. More recently, the rising adoption of Large Language Models (LLMs) has introduced a

new layer of semantic understanding and flexibility in human-data interaction. Yet, these models are inherently

limited in reasoning capabilities and lack systematic and explainable outcomes due to their opaque nature. To

address today’s challenge of combining the strengths of both technologies, we propose a novel neurosymbolic

solution that leverages the power of LLMs to “soften” rule activations, enhancing adaptability in ontological

reasoning while preserving robustness and transparency of KRR systems.
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1. Introduction

In recent years, the widespread interest in querying and exploiting large volumes of data has catalyzed

the development of increasingly mature, efficient, and scalable solutions capable of capturing and

reasoning over real-world scenarios. In this context, ensuring the transparency of data-driven processes

is paramount to provide high levels of trustworthiness and accountability in decision-making, especially

over critical domains such as finance and biomedicine [1, 2]. Powered by logic-based Knowledge
Representation and Reasoning (KRR) formalisms, such intelligent systems are fully explainable [3], as they

provide factual conclusions augmented with the consequentially logical steps that led to them through

the inference. Among these formalisms, logic programming-based database query languages, such as

Datalog and its extensions [4], are a yardstick, thanks to their effective trade-off between expressive

power and computational complexity. Leveraging such languages, factual data from corporate databases

can be combined with business-level definitions as ontologies in Knowledge Graphs (KGs), and further

augmented via ontological reasoning [5].

However, ontological reasoning systems are constrained by the rigid nature of KRR formalisms

at their foundation, which limits their adaptability to the complexities of real-world data. Indeed,

these systems typically rely on query-based interactions, operating at a low level and often proving

challenging for non-specialists to use effectively. Moreover, all inputs and outputs are confined to

structured formats such as facts, n-tuples, or triples, and the generation of new knowledge through rule

activation is restricted to what can be syntactically captured by predefined logical predicates and via
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precise bindings to actual values. This rigidity fundamentally clashes with the inherent ambiguity of

unstructured or raw data that may not fit into predefined categories. Together with the incompleteness,

inconsistencies, and inaccuracies that might affect such data, these issues inhibit the applicability of

KRR in real-world scenarios where understanding the semantic meaning of information is crucial.

Consequently, we are observing a critical need for solutions that enable more semantic-aware and

flexible reasoning capabilities in such systems.

As an intuitive example, let us consider the natural language (NL) sentence “Through a series of five
transactions, E. Musk has acquired 52% of Twitter in October 2022, after previously expressing interest in
the platform during several interviews.” and the logical rule Owns(owner,owned,shares), shares > 0.5→
Controls(owner,owned), stating that “a financial entity owning more than 50% of the shares of another one
controls it. While a human would readily understand that Elon Musk now controls Twitter, automatically

inferring this result presents significant challenges for a KRR system. Indeed, it should first recognize

that, despite the unstructured nature of the input, the rule’s body could bind to it, given the close

semantic relationship between acquisition and ownership. Then, it would need to correctly map the

arguments of the Owns predicate to the corresponding portions of the input, i.e., identifying E. Musk
as the entity owning, Twitter as the entity owned, and 52% as the shares involved in the ownership.

Moreover, information such as the number of transactions and the time-frame, while not affecting rule

activation, still provides relevant context in the financial domain the example belongs to and should

not be filtered out, whereas details like Musk’s prior expressions of interest can be omitted. Finally, the

rule would be activated, producing as output Controls(E. Musk,Twitter), ideally augmented with such

contextually-relevant details as additional metadata to enrich explainability.

The demand for solutions that enable more adaptable and flexible reasoning to navigate the intricacies

and ambiguities of real-world data has gained further traction with the recent breakthrough of AI-based

chatbots and Large Language Models (LLMs) [6], which has marked a significant turning point in the

field of Natural Language Processing (NLP) and a pivotal shift in the access to data and knowledge

towards more human-friendly and high-level paradigms. Today, LLMs such as OpenAI’s GPT [7] and

Meta’s Llama [8] are effectively adopted to address a plethora of tasks across multiple domains [9].

Following the development of techniques such as chain-of-thought prompting [10], recent attempts

have been carried out to employ LLMs for complex data analyses as well as multi-step reasoning [11, 12].

Yet, despite the advancements in the field and the proficiency of these models in handling semantic

relationships within natural language, concerns persist due to their intrinsic opacity and unpredictabil-

ity [13]. Indeed, they often fall short in providing systematic, explainable outcomes necessary for big

data processing and robust decision-making in high-stakes domains [14, 15].

This paper addresses the challenge of synergistically combining the robustness and transparency of

KRR systems with the power of LLMs in understanding the semantic meaning of NL knowledge. We

propose a neurosymbolic solution that leverages LLMs to augment the ontological reasoning process

with real-world semantic flexibility, injecting “softness” into rule activations. Specifically, we operate in

the context of the Vadalog [16] system, a Datalog-based reasoning engine for KGs, that finds many

industrial applications [17]. The semantics of a Vadalog set Σ of rules can be defined in an operational

way via the well-known chase [18] procedure. Given a database in input, this algorithmic tool expands

it with new facts entailed via the application of the rules in Σ, until all of them are satisfied. Intuitively,

a rule is applied when an exact binding is identified, i.e., a set of mappings of the variables in the rule’s

body to the constants of structured facts in the database.

With the goal of extending the traditional chase mechanism to address the complexities of unstruc-

tured data, our approach leverages a pre-trained Llama 3 model to act as a semantic unifier, responsible

for identifying bindings in the chase between rules and such data. In practice, given the next rule

to be applied via the reasoner, both the rule in its natural language form and the candidate facts to

activate it on are passed to the LLM. The model leverages its semantic understanding capabilities to

generate bindings as sets of mappings from the variables of the rule body to the proper excerpts of the

NL facts. These mappings then undergo a validation phase, which includes a feedback loop to confirm

their correctness and coherence and to address potential hallucinations. Once validated, the resulting
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Figure 1: Neurosymbolic reasoning pipeline for LLM-powered soft chase. 𝐷 represents input data

collected from relational databases and natural language sources connected to the ontological reasoning

system. Σ denotes the set of logic rules to be applied on 𝐷. Σ(𝐷) refers to the original data augmented

with new knowledge inferred by applying the rules in Σ throughout the reasoning process.

binding is provided to the reasoner, which employs it to attempt rule activation. If all the conditions in

the rule are satisfied, a new fact is inferred and additional details of the parents NL facts are preserved

as chase metadata. Finally, the newly produced fact is verbalized into natural language via a dedicated

module and a termination check is performed, leveraging again the LLM to ensure that the knowledge

it provides had not already been generated at a previous step of the reasoning. If that is the case, the

fact is added as new input in the chase, and the procedure continues until no more bindings can be

identified. A high-level summary of the pipeline, illustrated in Figure 1, will guide our discussion.

More in detail, our contributions can be summarized as follows.

• We present a novel soft chase technique that extends logic rule bindings and termination control

of traditional chase methodologies to unstructured data, leveraging the semantic awareness of

LLMs and a deterministic verbalization of logic facts into NL.

• We deliver such an approach in a new neurosymbolic KRR-centered architecture (powered by

Vadalog, but compatible with any chase-based reasoner) to enable more adaptable and flexible

ontological reasoning while preserving robustness and explainability.

• We discuss a preliminary experimental evaluation confirming the validity of our approach

and comparing standard chase with its soft counterpart, powered by pre-trained and Retrieval-
Augmented Generation (RAG) [19]-enriched versions of the LLM.

Overview. In Section 2 we provide essential background notions. In Section 3 we present our proposed

neurosymbolic architecture. A preliminary experimental evaluation is provided in Section 4. Section 5

discusses related work. We draw our conclusions in Section 6.



2. Chase-based Ontological Reasoning in the Vadalog System

To guide the rest of our discussion, we first lay out some preliminary notions on ontological reasoning

over KGs, with a specific focus on the Vadalog system and the chase procedure at its foundation.

Relational foundations. Let C and V be disjoint countably infinite sets of constants and variables,
respectively. A (relational) schema S is a finite set of relation symbols (or predicates) with associated

arity. A term is either a constant or a variable. An atom over S is an expression of the form 𝑅(𝑣̄), where

𝑅 ∈ S is of arity 𝑛 > 0 and 𝑣̄ is an 𝑛-tuple of terms. A database (instance) over S associates to each

symbol in S a relation of the respective arity over the domain of constants. The members of the relations

are called tuples or facts. Given two conjunctions of atoms ς1 and ς2, we define a homomorphism from

ς1 to ς2 as a mapping ℎ : C∪V→ C∪V s.t. ℎ(𝑡) = 𝑡 if 𝑡 ∈ C and for each atom 𝑎(𝑡1, . . . , 𝑡𝑛) ∈ ς1, then

ℎ(𝑎(𝑡1, . . . , 𝑡𝑛)) = 𝑎(ℎ(𝑡1), . . . , ℎ(𝑡𝑛)) ∈ ς2.
Vadalog syntax. Vadalog is a declarative language for ontological reasoning. It is based on Warded
Datalog±, a member of the Datalog family that, at the price of very mild syntactic restrictions, extends

Datalog with existential quantifiers and guarantees PTIME data complexity for query answering [20]. A

Warded Datalog
±

program consists of a set of tuples (or facts) and tuple-generating dependencies (TGDs)

of the form ∀𝑥∀𝑦̄(𝜑(𝑥, 𝑦̄)→∃𝑧̄ 𝜓(𝑥, 𝑧̄)), where 𝜑(𝑥, 𝑦̄) (the body) and 𝜓(𝑥, 𝑧̄) (the head) are conjunctions

of atoms over the respective predicates, 𝑥, 𝑦̄ are vectors of universally quantified variables and constants,

and 𝑧̄ is a vector of existentially quantified variables. Quantifiers can be omitted and conjunction is

denoted by comma. In this context, Vadalog extends the Warded fragment with features of practical

utility to address real-world scenarios [16]. Support for aggregate functions, namely sum, prod, min,

max and count, is achieved by means of monotonic aggregations [21]. Other relevant extensions include

negations and negative constraints of the form 𝜑(𝑥, 𝑦̄) →⊥, where 𝜑(𝑥, 𝑦̄) is a conjunction of atoms

and ⊥ denotes the truth constant false to model disjointness or non-membership, as well as expressions
in rule bodies, modelled with comparison (>, <, ≥, ≤,≠) and algebraic (+,−, ∗, /, etc.) operators.

Chase Procedure. KRR approaches model KGs as the combination Σ(𝐷) of an extensional component,
essentially the ground business data in a database 𝐷, and an intensional component, which formally

describes the business knowledge as a set Σ of rules in a declarative language such as Vadalog.

Performing ontological reasoning over the KG augments it with new inferred knowledge derived from

the application of the rules over the input data. Specifically, the semantics of a Vadalog program can

be defined in an operational way with the chase procedure [18]. It enforces the satisfaction of a set Σ of

rules over a database 𝐷, incrementally augmenting 𝐷 with facts entailed via the application of the rules

over 𝐷, until fixpoint. While Vadalog guarantees that such fixpoint exists when only the core features

are used [16], the joint presence of algebraic operations and recursion must be carefully handled, as

even simple Datalog programs can be in general non-terminating [22]. A TGD 𝜎 : 𝜑(𝑥, 𝑦̄)→𝜓(𝑥, 𝑧̄) is

applicable to 𝐷 if: (i) there exists a homomorphism 𝜃 (technically known as binding) such that 𝜃 (𝜑(𝑥, 𝑦̄))
⊆ 𝐷, that is, if there exists a set of mappings from the terms of 𝜑(𝑥, 𝑦̄) to the constants of facts in 𝐷

such that each term maps to exactly one constant, and (ii) 𝜃 (𝜓(𝑥, 𝑧̄)) is a fact not already present in 𝐷.

If such a binding 𝜃 exists, then 𝜃 (𝜓(𝑥, 𝑧̄)), derived by applying these mappings to the conclusion of the

TGD, is added to 𝐷 via a chase step. The chase graph G(𝐷, Σ) is the directed acyclic graph with the

facts from the chase Σ(𝐷) as nodes and an edge from a node 𝑛 to a node 𝑚 if 𝑚 derives from 𝑛 (and

possibly other facts) via a chase step [4]. Dedicated works [23, 24] have thoroughly explored chase

termination [22] in Vadalog in the presence of recursion and algebraic operations.

Vadalog reasoner. The Vadalog system is a state-of-the-art ontological reasoning engine that leverages

the theoretical underpinnings of the chase procedure and the vast experience of the database community

on provenance to power efficient, scalable, and explainable reasoning tasks over critical business domains

and large KGs [16]. To achieve this, it adopts a streaming data processing architecture based on the pipes
and filters style [16, 25]. Here, the set of rules Σ and the queries are translated into active data scans
(linear scans for linear TGDs, join scans for join TGDs, and an output scan for the query), connected

by intermediate buffers in a processing pipeline. The reasoning process is performed as a data stream

along the pipeline, where each filter (i.e., scan) reads tuples from the respective parent, from the output



scan down to the external data stores that inject ground facts into the pipeline. Interactions between

scans occur by means of primitives such as next(), which fetches facts from the parent stream, if present.

Since, for each filter, multiple parent filters may be available, Vadalog selects which one to invoke by

employing specific routing strategies (round-robin, shortest path, etc.) that manage a priority queue of

the sources. This methodology allows Vadalog to keep track of the provenance of each result, derived

from one or more chase steps. Unlike traditional semi-naive approaches [22], Vadalog generalizes the

volcano iterator model [26], operating in a pull-based query-driven fashion in which, ideally, facts are

materialized only at the end of the chase and if they contributed to the reasoning task.

3. Neurosymbolic Reasoning by Softening the Chase

The input blocks of the soft chase pipeline in Figure 1 are a set 𝐷 of data, a set Σ of reasoning rules

expressed in Vadalog, and a glossary 𝐺. Without loss of generality, we define 𝐷 as the collection of

structured data from relational databases 𝐷𝑠 and unstructured data from natural language sources 𝐷𝑢,

all connected to Vadalog for the reasoning task. The glossary 𝐺 lists the predicates in Σ and their

corresponding natural language descriptions.

Let us first introduce our running example. Here, 𝐷 contains a collection of acquisitions and

ownerships of companies’ shares by financial entities in the market, both persons and other companies.

Example 1. The following set Σ contains the Vadalog rules governing who has decision power in a
financial entity, based on who owns, directly or indirectly via intermediaries, a significant amount of shares
of the financial entity [27]

Owns(𝑥, 𝑦, 𝑠) → OwnedShares(𝑥, 𝑦, 𝑦, 𝑠) (𝜎1)

SignificantShares(𝑥, 𝑧),Owns(𝑧, 𝑦, 𝑠) → OwnedShares(𝑥, 𝑧, 𝑦, 𝑠) (𝜎2)

OwnedShares(𝑥, _, 𝑦, 𝑠), 𝑡𝑠 = msum(𝑠), 𝑡𝑠 > 0.3→ SignificantShares(𝑥, 𝑦) (𝜎3)

A financial entity 𝑥 directly owning 𝑠 shares of another financial entity 𝑦, owns such shares via 𝑦 itself
(rule 𝜎1). If 𝑥 owns significant shares of a financial entity 𝑧 and 𝑧 owns 𝑠 shares of 𝑦, then 𝑥 owns 𝑠 shares
of 𝑦 via 𝑧 (rule 𝜎2). Finally, if 𝑥 owns, directly or indirectly, a total amount of 𝑦’s shares greater than 0.3,
then 𝑥 owns a significant portion of 𝑦’s shares (rule 𝜎3).

Consider the following subset of data 𝐷𝑠 = {Owns(Elon Musk, Tesla, 0.19), Owns(Google LLC, DeepMind,

0.7), Owns(BlackRock, Google, 0.4)}, and the query 𝑄: “what are all the entailed significant shares?” as

ontological reasoning task. Note that the example is not intended to reflect real-world dynamics.

In pure KRR settings, the set Σ(𝐷𝑠) is computed via the standard chase: starting from Σ(𝐷𝑠) = 𝐷𝑠 ,

it augments Σ(𝐷𝑠) with facts derived from the application of the rules in Σ up to fixpoint. Figure 2

illustrates the chase graph derived from the activation of Σ over 𝐷𝑠 . Specifically, rule 𝜎1 generates

OwnedShares(Elon Musk, Tesla, Tesla, 0.19), OwnedShares(Google LLC, DeepMind, DeepMind, 0.7), and

OwnedShares(BlackRock, Google, Google, 0.4) representing the direct ownership entailed from the input

facts. Then, SignificantShares(Google LLC, DeepMind) and SignificantShares(BlackRock, Google) are

inferred via rule 𝜎3, whereas Elon Musk does not own significant shares of Tesla directly. Note that we

cannot automatically derive, via rule 𝜎2 and rule 𝜎3, that BlackRock owns significant shares of DeepMind
indirectly through Google, as rule 𝜎2 does not activate on the join argument ⟨Google LLC,Google⟩.
Reasoning with the soft chase. Let us now extend Example 1 by taking into account an additional

source of information apart from 𝐷𝑠 . For instance, consider the following input NL data 𝐷𝑢 = {“E. Musk
bought 21% additional shares of Tesla in 2023”, “Andy Jassy is CEO of Amazon since 2021”}. Indeed, in

this instance relevant information would be lost via the standard chase due to the absence of syntactic

bindings from the rule bodies to NL knowledge in 𝐷𝑢. Thus, we extend binding identification by

introducing the soft chase, in which an LLM acts as a semantic unifier between rule bodies and Σ(𝐷),
𝐷 = 𝐷𝑠 ∪ 𝐷𝑢, injecting NL understanding capabilities into the reasoning process.
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Figure 2: Instance of standard chase graph for Example 1.

Algorithm 1 Soft Chase Procedure.

1: function soft_chase(𝐷, Σ, 𝐺,model)
2: Σ(𝐷) ← 𝐷 ⊲ initialize chase facts to 𝐷

3: while Vadalog.hasNext() do ⊲ continue until all rules and facts are processed

4: 𝜎, i← Vadalog.next() ⊲ fetch next rule and facts to process according to routing strategy

5: imappings, attempts← ∅, 0

6: if linear(𝜎) then
7: imappings← model.bindLinear(𝜎, i) ⊲ get mappings via LLM for linear rules

8: else
9: if join(𝜎) then

10: imappings← model.bindAndMatchJoin(𝜎, i) ⊲ get mappings via LLM and check join conditions

11: while attempts < limit do
12: feedback← validate(imappings,model) ⊲ validate mappings

13: if feedback == “OK” then
14: break ⊲ exit loop if feedback is positive

15: else
16: imappings, attempts← ∅, attempts + 1
17: if attempts < limit then
18: imappings← model.refineMappings(𝜎, i, feedback) ⊲ refine mappings based on feedback

19: if imappings ≠ ∅ then
20: i′.logic← Vadalog.apply(𝜎, imappings) ⊲ activate rule via Vadalog

21: i′.metadata← storeMetadata(imappings) ⊲ preserve additional NL details as metadata

22: i′.nl← verbalize(i′,G) ⊲ verbalize the new fact into NL

23: if model.checkTermination(Σ(𝐷), i′.nl) then ⊲ check termination via LLM

24: Σ(𝐷) = Σ(𝐷) ∪ i′ ⊲ add newly generated fact to the chase

25: return Σ(𝐷)

Specifically, the soft chase can be distinguished into five distinct phases, discussed below for Exam-

ple 1 with the aid of Algorithm 1 and Figure 1.

1. Initialization and rule selection. As in a standard chase procedure, we begin by initializing

the set Σ(𝐷) of chase facts to the ground ones in 𝐷 (line 2, in the algorithm). Next, we consider

the data from Σ(𝐷) to activate the rules in Σ and generate new knowledge. Current rule and data

to check for bindings are fetched via next() primitive in Vadalog, if present, according to a routing

strategy. Let us assume that we are employing the default round-robin strategy. Let us also assume

that each rule features both its logical form and a natural language description, easily produced as a

preprocessing step by deterministically verbalizing the atoms in body and head into a “Since {body}, then
{head}” sentence [28] according to select-project-join semantics and looking up the glossary 𝐺 . Similarly,

if the input facts belong to the 𝐷𝑠 database, they are verbalized as well.
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dependencies between the rules, and dashed ones denote an interaction with the semantic unifier of

the type specified in the label (bind(), join(), check_termination()).

2. Binding identification. The goal of this step is identifying the possible binding of the current rule

body with the input facts. To achieve this, the LLM is employed, acting as semantic unifier to generate

a set of variable-to-constant mappings. Specifically, we operate with a pre-trained model, augmented

only with some manually defined examples of mappings in a few-shot learning fashion to increase

accuracy and limit hallucinations, both in the actual task and in the output format.

Here we observe distinct behaviours according to the type of the rule. Indeed, if the rule is linear,
i.e., it features a single atom in the body (such as 𝜎1 in Example 1), the model only verifies whether

there exists a set of mappings from the verbalized atom to excerpts of the NL fact (line 7). For instance,

the NL fact “E. Musk bought 21% additional shares of Tesla in 2023 ” maps to the verbalized form of

atom Owns(𝑥,𝑦,𝑠), that is, “A financial entity 𝑥 owns 𝑠% shares of another financial entity 𝑦”. If a possible

binding is identified, the LLM returns as output the structured set of mappings from the rule body to

the fact, e.g., { 𝑥 → E. Musk, 𝑦 → Tesla, 𝑠→ 0.21 }, together with the details around the time-frame as

additional metadata. Otherwise, it returns the empty set.

If instead the rule involves a join, first the model performs the same binding identification as in

the linear case, for each individual atom in the body. Then, it further processes the resulting sets of

mappings to check whether the values corresponding to the join variables match semantically (line 10),

in which case the mappings are returned as output. For instance, the input fact “Google LLC owns
70% shares of DeepMind” (the NL version of Owns(Google LLC, DeepMind, 0.7)) and “BlackRock owns
significant shares of Google” (the NL version of SignificantShares(BlackRock, Google)) match on the join

argument ⟨Google LLC,Google⟩, unlike the standard chase approach discussed above.

3. Binding validation. After generating the candidate mappings 𝑖mappings, a validation step occurs.

Specifically, it first performs a deterministic check to ensure that all the variables in the body have been

mapped to exactly one constant (e.g., an excerpt of the NL fact). This step is required to comply with the

definition of binding as a homomorphism introduced in Section 2. Then, a separate LLM is employed as

well, acting as a validator to confirm the response of the binding identification phase in a feedback loop

fashion (lines 11-18). Indeed, if the candidate mappings do not pass the check, the cause of the issue is

provided to the semantic unifier, which is tasked with repeating the step. A limit is enforced on the

maximum number of attempts before considering the rule as unable to be bound to the current data.



4. Rule activation. If the set of mappings is not empty after validation, the logic rule can be de-

terministically activated via the Vadalog reasoner according to the binding. Before this, standard

applicability checks of the rule occur, verifying the pre-existence of the unified head in Σ(𝐷). If that

is not the case, and if additional conditions that might be present in the rule, such as selections and

negations, are satisfied, the rule is activated and the new logic fact 𝑖′ is inferred (line 20). Then, the fact

is verbalized via the dedicated module and according to the glossary (line 22). For instance, from the

binding { 𝑥 → E. Musk, 𝑦 → Tesla, 𝑠 → 0.21 }, rule 𝜎1 generates the fact OwnedShares(E. Musk, Tesla,

Tesla, 0.21), verbalized into “E. Musk owns 21% shares of Tesla directly”, with the specific time-frame of

the parent fact as additional chase metadata, i.e., “acquisition occurred in 2023 ”.

5. Termination check. Finally, the resulting fact 𝑖′ undergoes a semantic termination check to ensure

that it is not already present in the chase instance Σ(𝐷). This step, essential to prevent loops in

recursive settings, in the soft chase version goes beyond standard applicability checks as it limits

redundancy of inferred knowledge throughout the reasoning by pruning facts whose semantic meaning

has already been derived in a previous step. Thus, the semantic unifier is employed once again and

the verbalized version of 𝑖′ is semantically compared with the ones of the facts in Σ(𝐷) (line 23). Such

a phase needs to be properly handled to prevent the removal of relevant facts. For instance, in our

running example the fact “E. Musk owns 21% shares of Tesla directly” must be added to Σ(𝐷), thus it

must not be pruned due to “Elon Musk owns 19% shares of Tesla”. To address this, the LLM is enriched

with specific examples, and the chase metadata of the compared facts is taken into account as well. If 𝑖′

passes the check, it is added to Σ(𝐷) and the soft chase begins a new iteration, until fixpoint.

Extending soft chase with RAG. To further specialize the LLM into the domain of interest for the

reasoning task, thus enabling a more accurate semantic unification throughout the procedure, we can

also make available additional knowledge and terminology via RAG mechanisms. RAG enhances the

model’s contextual understanding by retrieving relevant documents or data points that contain specific

information related to the concepts (i.e., the atoms and the facts) involved in the binding at hand. As

further discussed in the next section, this proved to have a relevant impact in practical settings. For

instance, in pure soft chase the fact significantShares(Andy Jassy, Amazon) is inferred from the NL

input “Andy Jassy is CEO of Amazon since 2021” via rule 𝜎1, due to the mapping { 𝑥 → Andy Jassy,

𝑦 → Amazon, 𝑠→ 0.51 }, and then rule 𝜎3. In this instance, the LLM is incorrectly assuming that being

CEO of a company entails owning the majority of its shares. We can prevent this incorrect inference by

explicitly specifying, in the domain knowledge provided via RAG, that, in the absence of additional

information, a CEO does not necessarily own any shares of the company at all.

Figure 4 illustrates the soft chase graph for Example 1. As further discussed in the next section,

it can be observed how the soft chase variants augment the resulting chase instance with multiple

relevant facts derived from LLM’s semantic understanding of the domain.

4. Preliminary Experimental Evaluation

We integrated our proposed pipeline with the Vadalog system, although it can be integrated with any

chase-based ontological reasoner. A full-scale evaluation of the architecture is beyond the scope of this

work. Conversely, in this section we provide a preliminary comparison of standard and soft chase (in

its pure and RAG-powered versions) over an instance of Example 1.

Setup. The experiments were conducted over a KG comprising ownership relationships between

companies and persons as financial entities, represented using various nomenclatures such as full

names, stock symbols, phrases, or common abbreviations. The KG featured inherent ambiguities and

synonymous terms, reflecting real-world complexities and inconsistencies typical of semi-structured

and unstructured corporate data. Moreover, natural language sentences describing ownership and

acquisition facts were provided separately as input, simulating the scenario introduced in the previous

section. We employed a pre-trained Llama 3 70B model as the semantic unifier.
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Figure 4: Instance of soft chase graph for Example 1. Red nodes and edges denote an incorrect derivation due

to LLM hallucination, prevented in the version featuring RAG support.

Goal and Metrics. The primary goal of this evaluation is to assess the extent to which the injection of

“softness” enhances the standard chase by recognizing similar entities and relationships according to

real-world semantics. This enables augmenting the inference capabilities of the traditional approach

while also preventing the generation of redundant data that represents the same knowledge in different

syntactic forms. We conducted the experiments both before and after integrating the LLM with detailed

knowledge of the domain of interest via RAG, with the purpose of further improving the model’s

accuracy in recognizing domain-specific entities and relationships. We compared the three distinct

approaches (standard chase, soft chase, soft chase with RAG) according to the following metrics:

• precision, i.e., the fraction of inferred significant shares that are correct;

• recall, i.e., the fraction of correct significant shares that are inferred;

• F1 score, i.e., the harmonic mean of precision and recall;

• false positive (FP) shares, i.e., the fraction of incorrect significant shares that are inferred.

For this evaluation, the correct instances of significant shares were determined through a manually

curated golden set, where domain experts verified the correctness of the inferred relationships.

Discussion. Results are illustrated in Figure 5. The standard chase featured full precision by definition,

as it derived significant shares solely through strict logical binding with structured facts. However, this

precision came at the cost of recall, as the standard chase was unable to bind rules to unstructured

input, leading to missed inferences throughout the reasoning process. For instance, it failed to derive

the direct relationship OwnedShares (E. Musk,Tesla,Tesla,0.21) from the input knowledge “E. Musk bought
21% additional shares of Tesla in 2023”, and consequently did not infer that Elon Musk holds significant

shares of Tesla. On the other hand, the soft chase demonstrated lower precision but higher recall,

as it leveraged the LLM to recognize and semantically unify unstructured concepts with structured

relationships. Furthermore, the introduction of RAG significantly improved both precision and recall,

reducing the generation of incorrect facts such as significantShares(Andy Jassy, Amazon) from the

input “Andy Jassy is CEO of Amazon since 2021”. Indeed, the domain-specific knowledge provided by

RAG effectively mitigated LLM hallucinations, reducing false positive bindings and consequently the

incorrect inference of significant shares in the soft chase approach.
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Figure 5: Comparison of precision, recall, F1 score, and FP shares for standard chase, soft chase, and

soft chase with RAG, evaluated on instance of Example 1.

5. Related Work

Neurosymbolic methodologies are currently at the forefront of both academic and industrial research

due to their potential in developing more intelligent, versatile, and explainable AI applications [29].

In this context, the integration of logic-based KGs and, more broadly, KRR approaches with LLMs has

shown significant promise [30, 31]. Among the distinct forms of hybrid interactions between the two

paradigms [32], studies have primarily focused on enriching LLMs with domain-specific knowledge

encapsulated in KGs [28], as well as employing these models for tasks such as KG construction from

unstructured text [33] and exploration [34].

A recent line of research involves integrating LLMs with foundational reasoning skills, modeling

implicit structure information within the text and performing explicit logical reasoning over them to

deduce the conclusion [35]. However, while these approaches improve reasoning capabilities, they often

lack the robust, transparent reasoning structures that KRR systems inherently provide. To address this,

frameworks like LOGIC-LM have been introduced, which first translates natural language problems into

symbolic formulations using LLMs, and then employs a deterministic symbolic solver for inference [36].

To the best of our knowledge, this is the first approach that goes beyond the pure combination of

LLMs with symbolic solvers to translate and solve specific logical problems. Our proposal is designed

to seamlessly integrate LLMs within a KRR-centric framework to enhance ontological reasoning with

semantic understanding throughtout the whole process, injecting human-like flexibility for complex

real-world tasks while also preserving the inherent transparency of the paradigm.

6. Conclusion

In this paper, we addressed the limitations of traditional ontological reasoning systems, particularly their

inherent rigidity in managing the intricacies and ambiguities of natural language data. We proposed a

novel neurosymbolic approach that integrates Large Language Models as semantic interpreters between

logic rules and such unstructured knowledge, enhancing the flexibility and robustness of rule activations.

Our preliminary experiments demonstrate the effectiveness of our solution in preserving correctness

and explainability while significantly improving adaptability. As future work, we aim to further refine

the underlying formalism of our proposal and tackle challenges related to accuracy and scalability,

particularly critical when processing large amounts of text as input knowledge for complex reasoning

tasks. We believe this approach lays the foundation for deeper and more synergistic interactions

between KRR systems and LLMs, fostering human-like reasoning in real-world contexts.
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