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Abstract
The JobKG project aims to comprehensively analyze the Romanian labor market using data available on online
recruiting platforms deploying state-of-art approaches in natural language processing (NLP), semantic web, and
agent-based modeling (ABM). For this purpose, it performs an extensive quantitative and qualitative analysis of
the Romanian labor market to prospect the opinion of various groups of stakeholders regarding the alignment
and calibration of skills demanded by the labor market and those developed and trained in the education system.
Given that employment-oriented online services are the main source of information for job seekers willing to
search and apply for vacant positions, they represent a rich data source for understanding the occupations in
demand and the relevant skills required. The project will create a knowledge graph of the Romanian labor market,
starting from existing taxonomies and extracting data using advanced NLP techniques. An ABM approach will
analyze the labor market dynamics, considering various scenarios and defining agents with characteristics similar
to those of the entities (job seekers and firms), which will simulate the demand and supply.
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1. Introduction

We live in a world profoundly characterized by digitalization that has entered a new phase of Industry
4.0 with technological breakthroughs in many fields: AI, robotics, IoT, biotechnology, healthcare, energy,
and blockchain, to name a few. Implementing technological innovation, new business models, changing
job requirements, and demographic pressures due to aging and falling birth rates shift employers’
required skill structure. While over one-third of the skills needed should have changed by 2020 [1], at
least one-fourth of OECD workers report skill mismatches with their current job requirements. Estimates
produced by several cross-country analyses indicate that 49% to 69% of the currently employed people
could lose their jobs in Romania due to automation [2]. Moreover, recent developments indicate
substantial changes in the task content of jobs, with a sizable share likely taken over by AI [1]. For
developing countries, the readiness of their labor markets and economies to comply with digitalization
trends regarding their existing stock of applicable skills and ability to learn them is a significant issue [3].
In the search for solutions, education and training are essential in achieving the right mix of technical
skills [4] as a critical element to support skills delivery through tertiary education, integrating skills
policies with other labor market policies.

The importance of this topic resides in the significant impact digitalization shall have on the labor
market in the future in the composition of the labor force, the creation of second-round impacts on
the training needs, skills requirements, and reskilling of existing workers, and the substantial change
of the policies of businesses and production processes. The difficulties stem from understanding the
evolving skill demands of the job market, which necessitates analyzing job postings over an extended
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period. However, the laborious nature of manually undertaking this task and the absence of efficient
data extraction algorithms for the Romanian language have rendered this endeavor impractical.

Current research limitations exist in agent-based models (ABM) for analyzing the job market dynamics,
which cannot provide a useful representation of reality [5]. Recent knowledge graph (KG) approaches
for the job market prove their potential but have a limited scope [6, 7]. Additional limitations exist in
the Romanian job market, stemming from the lack of evolution of skills data in the job market and of
advanced natural language processing NLP algorithms adapted for the Romanian language.

The JobKG project will be the first comprehensive research carried out in Romania, which will use open
data from job postings and job-related information to map the supply and demand for job skills based
on NLP. A transformer-based model will enhance the state-of-the-art method of extracting data from
Romanian text. Additionally, the project will be the first attempt to reconcile qualitative and quantitative
results to cross-validate them. Furthermore, integrating information using KG methodology is a state-
of-the-art practice that will enable the integration and visualization of results in a more accessible
and complex manner. Using KG to improve the capabilities and insights derived from ABM is another
project contribution, facilitating fact-based policymaking on the labor market and adjacent fields. Thus,
the project will yield actionable results and research findings, following harmonized Romanian and
international occupational and skills classification schemes to increase applicability.

2. Objectives

The JobKG project aims to reduce the gap between job seekers’ skills and the skills that employers
require in the Romanian labor market. The recommendations made through the project could positively
affect the labor market by overcoming skills barriers to employment. The project considers several
specific objectives to achieve its overall goal.

O1: Research on multidisciplinary approaches to understand the Romanian job market, combining
qualitative and quantitative analysis based on statistical and data analysis;

O2: Research semantic and big data technologies for modeling the Romanian job market as a KG;

O3: Research semantic similarity algorithms for matching job offer and demand;

O4: Research on NLP and deep learning (DL) technologies for extracting and cataloging skills from
online data sources;

O5: Research data-driven what-if prediction models to simulate the Romanian job market;

O6: Create an online platform as a support tool for job seekers, companies, and learning providers;

O7: Propose policy recommendations based on ABM-simulated scenarios on the specific Romanian
job market conditions.

3. Methods

The JobKG project will commence with quantitative and qualitative analyses to gain a comprehensive
understanding of the labor market in Romania. Subsequently, it will employ NLP and KGs to analyze
data from major employment-oriented online services. Afterward, it will develop a policy decision
support tool based on agent-based modeling. Figure 1 illustrates the project’s conceptual architecture.

3.1. Quantitative and Qualitative Analysis

To better understand the labor market in Romania, the project will conduct a qualitative (literature review,
semi-structured interviews, focus groups) and a quantitative (statistical analysis of macroeconomic
indicators and questionnaire-based survey) analysis.
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Figure 1: JobKG conceptual architecture.

Initially, it will perform extensive literature research on the taxonomy of skills and their role in
employability, focusing on the Romanian labor market. It will analyze several indicators related to the
labor market and education to evaluate the mismatch between the demand and supply of skills in the
Romanian labor market. Comparative analyses with similar indicators exhibited by other countries in
the region might also be relevant to placing the Romanian labor market in the European context.

Next, the project will conduct qualitative research based on in-depth semi-structured interviews and
focus groups. The qualitative research aims to prospect the opinion of various groups of stakeholders
(e.g., representatives of employers, representatives of educational institutions, students, and decision-
makers in the field of education and the labor market) regarding the alignment and calibration of skills
demanded by the labor market and trained in the education system. Specialized software, such as NVivo,
ATLAS.ti, and MAXQDA, will process the obtained data.

3.2. Natural Language Processing

In addition to the traditional qualitative and quantitative state-of-the-art approaches, JobKG will rely on
extracting and analyzing large volumes of data using NLP techniques and semantic web technologies to
understand the labor market in Romania fully. Employment-oriented online services are the primary
way job seekers search and apply for vacant positions. Thus, such platforms represent a rich data
source for understanding the demanded occupations and the required relevant skills. However, the data
on these platforms is available in a format that can facilitate data analysis; hence, extracting relevant
information using NLP and representing the data using the semantic web is necessary.

JobKG will further use NLP techniques to analyze the job posting dataset data to extract the soft
and hard skills mentioned, with benefit from the quantitative and qualitative analysis results. As job
markets change, new skills will emerge, uncovered by existing taxonomies [8].

To detect such skills, after an initial cleanup phase, the project will compare the performance of various
machine learning and DL algorithms based on F-Score to determine the best-performing algorithm.
In the category of DL algorithms, transformers derived from BERT [9] will receive special attention,
providing state-of-the-art results in many NLP tasks, including skills extraction from English texts
[10]. JobKG will use a pre-trained BERT model for the Romanian language [11], fine-tuned on job
postings annotated by two experienced experts with a level of agreement evaluated using Cohen’s Kappa.
Semantic similarity techniques will evaluate the skills matching, and an n-grams Jaccard similarity
compared the best approach with more advanced techniques.



3.3. Knowledge Graph

The JobKG project will create a KG graph [6] of the Romanian labor market by combining the occupations
and skills taxonomy with the data extracted from the job posting dataset. Recent KG approaches for the
job market prove the approach’s potential but have a limited scope [6, 7]. Additional limitations exist in
the context of the Romanian job market, stemming from the lack of data regarding the evolution of
skills in the job market and the lack of advanced NLP algorithms adapted for the Romanian language.

The JobKG project addresses such challenges through advanced methodologies by using two web-
scraping tools, Scrapy and Selenium, targeting the most popular Romanian job platforms to revolutionize
its labor market, ejobs.ro and bestjobs.ro, which will keep the KG graph up-to-date with the real-time
market dynamics. On top of it, the project will accurately classify soft and hard skills from job postings
by leveraging NLP and machine learning and deep learning models such as BERT to identify new
emerging competencies not included in current static taxonomies and enrich the existing KG graph
with more relevant information. The integration of these technologies will ultimately enable JobKG to
offer a more accurate and real-time depiction of the Romanian labor market landscape.

3.4. Agent-based Modeling

An ABM will define agents mirroring job seekers and firms to simulate labor market demand and
supply, thanks to its ability to handle complexity through heterogeneous agents [12], representing
dynamic interactions. We selected ABM, as it can easily handle complexity through heterogeneous
agents, dynamically reflecting people and firms and their interactions, and works well when modeling
various situations at the microeconomic level and observing the results at a macro scale [12].

To gain a comprehensive grasp of ABM, it is imperative to establish a nuanced understanding of its
foundational principles. Within the ABM paradigm, a system assembles autonomous decision-making
entities known as agents, operating within a defined set of rules, guiding its decision-making processes
and allowing it to independently assess the prevailing circumstances. The behavioral responses of
agents are contingent upon the specific system to which they belong, resulting in varied manifestations.

The model will include skill vectors for job seekers and job offers, reflecting characteristics from
the KG and quantitative analysis. This approach allows job seekers to observe real-life skill matches
and adaptations. To ensure representativity, the model will also account for new skills emerging from
technological changes, simulated in extensive scenarios based on expected market changes. Calibration
and validation will use previous results (Section 3.1 and Section 3.2), implemented in NetLogo and
following ODD or ODD+D protocols for best practices.

4. Conclusion

The design of the JobKG project addresses the significant changes in the Romanian labor market amidst
the digitalization and Industry 4.0 revolution, hoping to achieve unparalleled success in job innovation.
The project will harness state-of-the-art technologies such as NLP, KG, and ABM to establish a nuanced
and rigorously constructed picture of job demands and the required knowledge components. Building
on these foundations, sophisticated new methods will enable the routine extraction and analysis of data
from large national job platforms to depict emerging and accurately used skills.

By combining different techniques and taking an interdisciplinary path, the JobKG project aims to
significantly advance the understanding of Romania’s labor market dynamics. A comprehensive KG
will enhance job matching, bridging gaps between job seekers’ skills and employers’ requirements.
Policy recommendations derived using ABM will simulate labor market scenarios, address job market
gaps, and inform workforce development strategies. Future research could extend the JobKG approach
to multiple countries.

ejobs.ro
bestjobs.ro
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