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Abstract
Conversational recommender systems (CRS) have gained significant attention for their ability to provide person-
alized recommendations through conversational interfaces. CRS are increasingly being used in various fields
such as e-commerce, entertainment, and customer services by understanding user preferences and providing
personalized recommendations. Large Language Models (LLMs) have potential in recommendation systems due
to their ability to understand and generate text, as well as their generalization and reasoning capabilities. In this
paper, we propose a novel method that leverages LLMs to extract implicit information from conversations and
explicitly incorporate it into recommendations. Our approach focuses on extracting implicit information such as
user-preferred categories from conversations and explicitly adding it to the recommendation processes to enhance
performance. We utilized Reddit-movie dataset, which provides rich conversational data, to extract users’ implicit
preferred movie genres from conversations and explicitly incorporate this information into the conversation to
recommend movies. Experimental results show that both GPT-3.5-turbo and GPT-4 models perform exceptionally
well at identifying user preferences and providing accurate recommendations. These findings demonstrate that
utilizing implicit information extracted from conversations can effectively enhance recommendation quality,
highlighting the potential of LLMs in conversational recommender systems.
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1. Introduction

Conversational Recommender Systems (CRS) offer personalized recommendations by engaging in
direct conversations with users through conversational interfaces. These systems typically utilize
users’ past behavior data, explicit feedback, and information gathered during the conversation to make
recommendations [1, 2]. However, users’ needs are complex and ever-changing, presenting a significant
challenge in effectively understanding and adapting to them [3]. In CRS, it is required to not only
detect the challenges but also an understanding of ambiguous and implicit preferences in user dialogue.
Therefore, CRS must continuously identify both the explicit requirements and implicit preferences of
users during the conversation to provide the most useful recommendations.

With the advancement of Large Language Models (LLMs), the models are being actively utilized in
various fields [4, 5]. LLMs not only excel in understanding and generating text but also hold potential
as recommender systems through their generalization and reasoning abilities. For instance, LLMs can
be employed to generate new items that users might prefer by analyzing user reviews or conversation
logs [6].
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Recently, methods for leveraging LLMs in the CRS domain have also been proposed [7]. Integrating
LLMs into CRS can provide a more natural and flexible conversational interface, effectively uncovering
users’ hidden needs. For example, LLMs can precisely interpret ambiguous needs expressed by users
during a conversation and provide more sophisticated recommendations based on this understanding [3].

In this paper, we propose a novel method that converts users’ implicit preferences within conversations
into explicit ones using LLMs. Additionally, we use the converted explicit information as labels to
create a multi-label classification model. We extract user preferences from conversations to explicitly
identify categorical information. we then use a classification model to quantify this information,
effectively reconstructing the conversations. The reconstructed conversations include explicit preference
information. By leveraging both categorical and quantitative information, we enhance recommendation
accuracy.

Based on our approach, we can make revelation for the hidden preferences contained in a user’s
conversations. Moreover, we leverage extracted information and LLM to show that more accurate
recommendations can be derived when explicit information such as numerical preferences are used in
the conversation. We also show the experiment results that the integration of CRS and LLM is a crucial
step towards the development of user-centric recommendation systems and suggests possibility for
future research.

The contributions of this paper are as follows:

• We propose a method to explicitly extract implicit preferences within conversations.
• We further suggest using the extracted preferences to design a multi-label model that quantifies

categorical data.
• Experimental results demonstrate that our proposed approach significantly enhances the perfor-

mance of CRS.

2. Related Work

In general, CRS understands the context and flow of conversations to offer appropriate recommendations
without explicit user statements [2]. This understanding is achieved using natural language processing
(NLP) techniques and reinforcement learning methods [8, 9]. By analyzing user responses in real-time,
CRS enhances recommendation accuracy and continuously learns to offer increasingly personalized
suggestions.

LLMs can be used to analyze user conversations in CRS since LLMs takes textual information as input
and outputs related text. Because of this reason, recently, research on utilizing LLMs for recommendation
systems has garnered significant attention [4, 6]. LLMs, trained on vast amounts of textual data, exhibit
advanced language understanding and generation capabilities, performing exceptionally well across
various domains. In recommendation systems, LLMs can deeply understand users’ linguistic expressions
and contexts, enabling more sophisticated recommendations. For example, LLMs analyze user-written
reviews or posts to discern preferences and provide personalized recommendations accordingly [10].
Additionally, LLMs leverage various forms of textual metadata related to recommended items, effectively
addressing the cold start problem for new users or items with sparse initial data [11, 12].

Studies on integrating LLMs into CRS cover various aspects. LLMs excel in understanding conver-
sational contexts and discerning user intentions. By utilizing these capabilities, CRS can offer more
natural and human-like conversational interfaces. For example, CRS powered by LLMs can detect
subtle emotional shifts or changes in user interests during conversations and provide corresponding
recommendations in real-time [3]. Recent research has proposed methods to further personalize user
interactions through LLMs, incorporating real-time feedback to enhance recommendation accuracy and
user satisfaction. These studies contribute to overcoming the limitations of traditional recommendation
systems by integrating the robust language understanding capabilities of LLMs, ultimately delivering a
superior user experience. In this paper, we leverage the characteristics of these LLMs to extract features
containing user preferences from dialogues. Furthermore, we propose a recommendation model that
reflects the extracted features.



Figure 1: Overview of our approach

3. Our Approach

In this section, we propose a method to utilize users’ implicit preferences explicitly. Fig. 1 shows
overall processes of our approach. In this example, we utilize the movie domain. First, we extract the
user’s preferred genres implicitly expressed within the conversations using the LLM. Then, we train a
multi-label classifier using the user’s conversations as input and the extracted genres as labels. When
the trained classifier receives the conversation as input, it outputs the predicted genre labels. These
labels are then explicitly added to the end of the conversation, which is inputted into the LLM along
with a prompt for movie recommendations. Finally, the LLM recommends a list of movies based on the
prompt.

Our methodology consists of three main steps. The first step is to extract the user’s preferences from
the conversation and the second step is to train a multi-label classification model using the conversation
and the extracted preferences. The last step is to make recommendations using the conversation and
the classification model.

Figure 2: Prompt for extraction of implicit preferences within conversation



3.1. Extraction of Implicit Preferences within Conversation

We define user conversation as 𝐶𝑜𝑛𝑣 and the preference information extracted by the LLM from 𝐶𝑜𝑛𝑣
as 𝑈𝑖. Namely, 𝑈𝑖 represents the item features, such as genres, that are positively expressed by a user 𝑖 in
𝐶𝑜𝑛𝑣. For example, if a user 𝑖 shows a positive reaction to a particular movie genre in the conversation,
that genre can be considered as 𝑈𝑖.

To leverage LLM with extracted preferences, we configure the prompts to be suitable for extracting
preferences. Prompts are generated by combining the user’s conversation content with instruction. The
prompt is structured as shown in Fig. 2. For instance, an instruction such as “you reply me with user’s
genre preference within [Action, Adventure, Animation, . . . , Thriller, War, Western]" is included in the
prompt along with the conversation (𝐶𝑜𝑛𝑣). Based on this prompt, the LLM extracts the genre (𝑈𝑖)
that the user is likely to prefer. The movie genres referenced are based on the genre list from IMDb 1,
which includes 25 genres.

Figure 3: Architecture for multi-label classification model

3.2. Quantifying Extracted Preferences

We propose a method to quantify extracted preferences applying a multi-label classification model. Using
the conversation (𝐶𝑜𝑛𝑣) as input and the user’s preferred genre (𝑈𝑖) as labels, a multi-label classification
model is created. The model architecture is shown in Fig. 3. we first utilize BERT [13] to embed the
conversation. BERT embedding converts the 𝐶𝑜𝑛𝑣 into vector form, making it understandable for the
model. These embedded values pass through three linear layers, each further refining the understanding
of the conversation and extracting important features. Finally, the output is generated through a sigmoid
layer with 25 dense units representing the number of genres. This layer outputs probability values for
each genre to predict the user’s preferred genres.

Labels with predicted probabilities exceeding the threshold are defined as the quantification of user
𝑖’s preferred genre 𝑃𝑖. We suppose that if we can quantify the extracted preference, it can help in
clearly understanding the user’s preferences through the comparison among the features. Because
of this reason, 𝑃𝑖 is designed to enable quantitative comparison by adding a numerical variable, the
probability, to the categorical values of 𝑈𝑖. For example, if the user’s preferred genres are predicted as
[Romance, Comedy], this value can be included in the conversation to clearly indicate how much the
user prefers these genres numerically.

To utilize the 𝑃𝑖 in CRS, we explicitly add 𝑃𝑖 to the 𝐶𝑜𝑛𝑣. For instance, it can be added as follows:
“My favorite genres are [Comedy: 0.9814, Romance: 0.8694].” This restructured conversation is termed
𝐶𝑜𝑛𝑣+𝑃𝑖 , indicating the original conversation (𝐶𝑜𝑛𝑣) with the user’s preferred genres (𝑈𝑖) and their
prediction probabilities explicitly added. It enables the user to clearly understand how much their
preferences are reflected.

1https://www.imdb.com/



Figure 4: Prompt for movie recommendations

3.3. Recommendation Process

Finally, we construct the prompt to be used as input for the LLM. The prompt consists of instruction
and conversation containing user’s preferred genres. The instruction composes sentences designed to
instruct the LLM to recommend the top-k movies, followed by user conversation. The conversation
also includes the predicted user’s preferred genres (𝑃𝑖). Using the prompt, the LLM can recommend the
top-k movies based on the user conversation that include explicit preferences.

The prompt for movie recommendations is shown in Fig. 4. For example, the instruction specifies the
role of LLM as a recommendation system tasked with recommending a total of 20 movies, along with
details such as the number of recommendations. In addition, 𝐶𝑜𝑛𝑣+𝑃𝑖 includes information from the
previous process, such as [Comedy: 0.9814, Romance: 0.8694], and the user’s requirements. In response
to the prompt, LLM recommends 20 movies that are slightly more focused on comedy than romance.

4. Experiments

We conduct the experiments using the GPT-3.5-turbo and GPT-4 models and the Reddit-movie datasets
[7]. We address the datasets to reconstruct 𝐶𝑜𝑛𝑣+𝑈𝑖 and 𝐶𝑜𝑛𝑣+𝑃𝑖 , and the performance of movie
recommendations is compared using these two types of conversation data.

4.1. Experimental Setup

4.1.1. Datasets and Evaluation Metrics

We address the Reddit-movie datasets based on actual user conversations from Reddit, showcasing the
personalized tendencies of users. It includes a variety of conversations and personalized preferences,
making it suitable for CRS. We utilize the metrics Recall@K, NDCG@K, and MRR@K to evaluate the
performance in our experiments [14]. We set the value of K as 1, 5, 10, and 20. These metrics are widely
used indicators for evaluating the performance of recommendation systems, measuring the accuracy of
the model at each K value.

• Recall@K: Measures the probability that the actual preferred genre is included in the top-k
recommendations.



• NDCG@K: An indicator used to evaluate the quality of the recommendation list, considering the
order of the recommended items.

• MRR@K: Based on the rank of the first correctly recommended item, with higher ranks receiving
higher scores.
Through these metrics, the performance of the movie recommendation lists generated by each
GPT model can be quantitatively evaluated.

Figure 5: Example for the overview of experiments with 𝐶𝑜𝑛𝑣+𝑈𝑖

4.1.2. Baselines

The baseline for the experiment is to recommend movies that the user might prefer based on 𝐶𝑜𝑛𝑣
using LLM. The LLM uses a prompt consisting of 𝐶𝑜𝑛𝑣 and instructions to recommend 20 movies that
the user might prefer. In the comparative experiment, 𝐶𝑜𝑛𝑣 is converted into 𝐶𝑜𝑛𝑣+𝑈𝑖 and 𝐶𝑜𝑛𝑣+𝑃𝑖 ,
and the LLM recommends 20 movies in the same manner. For 𝐶𝑜𝑛𝑣+𝑈𝑖 , as shown in Fig. 5, 𝑈𝑖 is
obtained through the LLM without using a multi-label classifier. Additionally, the prompt that converts
𝐶𝑜𝑛𝑣 to 𝐶𝑜𝑛𝑣+𝑃𝑖 includes the phrase “The parentheses at the end of the conversation are in the format
‘User’s preferred genre: value’. The higher the value, the more preferred the genre."

4.1.3. Implementation Details

The multi-label classifier is set up by using 𝑈𝑖 generated by LLM as labels and 𝐶𝑜𝑛𝑣 as inputs to create
models for each version of GPT. The training data is split into 80% for training and 20% for validation.
The classifier is trained until the train loss and validation loss rates are below 0.10.

4.2. Experimental Results

The experimental results are summarized in Table 1 for each model. When we utilize the GPT-3.5-turbo
model, we can observe that the performance of 𝐶𝑜𝑛𝑣+𝑈𝑖 surpasses that of using only 𝐶𝑜𝑛𝑣. However,



Table 1
Performance comparison of models. The best results are high lighted in bold

Model Dataset Recall@1 NDCG@1 MRR@1 Recall@5 NDCG@5 MRR@5 Recall@10 NDCG@10 MRR@10 Recall@20 NDCG@20 MRR@20

GPT-3.5-turbo

𝐶𝑜𝑛𝑣 0.019955 0.019955 0.019955 0.070381 0.045299 0.037097 0.106622 0.057018 0.041931 0.137435 0.064935 0.044169

𝐶𝑜𝑛𝑣𝑈𝑖 0.020786 0.020786 0.020786 0.072484 0.046781 0.038373 0.103248 0.056663 0.042413 0.129659 0.06345 0.044333

𝐶𝑜𝑛𝑣𝑃𝑖 0.019906 0.019906 0.019906 0.069305 0.044663 0.03661 0.105497 0.056364 0.041437 0.135968 0.064197 0.043653

GPT-4

𝐶𝑜𝑛𝑣 0.019906 0.019906 0.019906 0.069305 0.044646 0.03659 0.105497 0.056349 0.041417 0.136115 0.064219 0.043644

𝐶𝑜𝑛𝑣𝑈𝑖 0.019906 0.019906 0.019906 0.06994 0.045015 0.036868 0.106035 0.056685 0.041681 0.136604 0.064541 0.043904

𝐶𝑜𝑛𝑣𝑃𝑖 0.019955 0.019955 0.019955 0.06994 0.045023 0.03688 0.106084 0.056711 0.041703 0.136897 0.064628 0.043941

in other metrics, we can find that the performance of the original 𝐶𝑜𝑛𝑣 is superior.
In the case of 𝐶𝑜𝑛𝑣+𝑃𝑖 , we can observe that all metrics show lower performance compared to 𝐶𝑜𝑛𝑣.

For the GPT-4 model, we find that the performance of 𝐶𝑜𝑛𝑣+𝑃𝑖 exceeds that of all metrics. Similarly,
𝐶𝑜𝑛𝑣+𝑈𝑖 also shows improved performance in all aspects compared to 𝐶𝑜𝑛𝑣. Thus, we confirm that
as the performance of the GPT model improves, explicitly expressing user preferences in conversations
enhances the performance of the CRS. Furthermore, it is indicated that adding quantitative values to
categorical data through the proposed multi-label classifier improves recommendation performance
more than expressing preferences only categorically.

5. Conclusion

In this paper, we have proposed a method for improving the performance of conversational recommender
systems (CRS) by extracting implicitly expressed user preferences from conversations using large
language models (LLMs), and then explicitly adding these preferences. Additionally, we have suggested
enhancing CRS performance by using a multi-label classifier to add quantitative values to categorical
preferences. We have also highlighted the performance differences between the GPT-3.5-turbo and
GPT-4 models, demonstrating that recommender systems leveraging the latest models yield better
results. In particular, our experiments using the GPT-4 model showed that both 𝐶𝑜𝑛𝑣+𝑈𝑖 and 𝐶𝑜𝑛𝑣+𝑃𝑖

outperform the original 𝐶𝑜𝑛𝑣.
Despite the contributions of the recommendation performance, there still exists the possibility for

improvement in several parts. Our study is confined to the Reddit-movie dataset. It is required to the
additional research to validate the generalizability of the methodology across different domains and
datasets, such as music, books, and food domains. Although we have used the GPT-3.5-turbo and GPT-4
models, further experiments with other LLMs or more advanced models are required. This can help
identify performance differences across various models and determine the optimal one. Subsequent
research can contribute to developing more sophisticated and versatile recommender systems applicable
in a wider range of scenarios.
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