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Abstract
Chatbots driven by Artificial Intelligence (AI) systems are gaining widespread traction in industry, research, and
education; however, many chatbot architectures operate only in the generalized case, without a personalized
understanding of the specific user and contextual situation involved. This becomes particularly problematic in the
domain of emotional support, which requires both understanding emotions, and the ability to properly respond
to those emotions by considering the needs of the user. This work presents a conversational agent that uses a
probabilistic model to localize the user’s personality type on the popular Myers-Briggs Type Indicator (MBTI)
self-report inventory and create customized responses for different personalities. Results from the personality
classifier are injected into an associated Knowledge Graph and are considered during text generation in order to
create more personalized responses, and emotion detection is used to identify and react to the user’s current
emotional state. We apply this model in a hypothetical scenario supporting caregivers of people with dementia,
and augment a response generator trained on a custom dataset of scraped conversations among such caregivers
with a dynamic knowledge graph that stores user information extracted from the conversation. We explore the
efficacy of this system in a user study with N=24 participants and show that the MBTI personality classification
and emotion modules were both noticeable to users and improved the user’s sense that the AI system was getting
to know them as a person. Long-term, we hope this research will help create chatbots that provide emotional
support for persons in socially isolated situations, including caregivers of people with dementia.
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1. Introduction

Caring for a loved one with dementia creates many challenges for families and caregivers. People
with dementia struggle with memory problems and have difficulties with planning, thinking, and
even communicating. Family members caring for individuals with dementia at home often describe
the experience as ‘enduring stress and frustration’ [1]. As a result, caregivers are put in a vulnerable
situation and often need emotional support or assistance with their questions and tasks. Caregivers of
people with dementia face more depression, emotional distress, and physical strain than caregivers of
older adults with only physical disabilities, and frequently require more medical care than the dementia
patients themselves. One of the main problems for these caregivers is that they can not regularly leave
the house or their loved one with dementia, which can adversely affect their social life and activities.
Sometimes they cannot express their frustration to anyone because of fear of being judged. Taking all
these factors into account, a 2021 update from the CDC asserts that increased mortality risks from social
isolation and loneliness are comparable to those caused by smoking, obesity, and physical inactivity [2].

In this work, we attempt to amend this situation by building a conversational AI system with the type
of social and emotional awareness that would help these caregivers. This chatbot includes a knowledge
graph paired with three response generators trained on a dataset of information about taking care
of these patients. Furthermore, this chatbot is emotionally intelligent and uses an emotion classifier
to detect users’ current emotions by analyzing their input text. The chatbot adapts its responses by
classifying users’ personalities based on their conversations, to consider their preferences. Choosing the
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right response is important because it can influence the feelings, thoughts, and behavior of the users. It
can help them overcome negative feelings such as sadness and anger by receiving empathetic responses
from the chatbot which intrigues them to talk about the problems that triggered these feelings, and in
case they already feel calm or positive, help them maintain that state. The proper response can make the
user feel engaged in the conversation and interested in talking openly about their moods and thoughts.
To help the chatbot remember facts from the conversations, it is equipped with the ability to extract
facts about the user in real-time during the conversation. These facts are saved to the knowledge graph
and can be re-used later during future conversations.

This work is based on the premise that psychological care is not a one-size-fits-all phenomenon, and
that customization and personalization are essential in order to create a positive caregiver experience.
In addition, we use language model-based response generators to generate instant and non-repetitive
responses. We discuss existing literature around similar concepts. We then present the core contributions
of this work which are twofold: Firstly, we introduce a personality classifier that is able to identify the
user’s personality according to the Myers-Briggs Type Indicator [3] and use the identified personality to
influence the chatbot responses via embedded knowledge graph triples. Secondly, we explore the impact
on the user experience of deploying this personality classifier module along with a complementary
emotion recognition module.

2. Related works

Conversational Agents For People In Distress. Conversational agents have attracted the attention
of the natural language processing community due to their unique capabilities and availability. In
many recent works, researchers attempted to use chatbots for the specific task of helping people in
distress. [4] attempted to identify the key components of existing internet-based interventions designed
to support family caregivers of people with dementia. Their results indicated a positive response for the
use of internet-based interventions by caregivers. In another similar work, [5] have developed a care
guide system that provides individual care guides based on a knowledge model of caring for people
with dementia. Other works explored and developed conversational agents intending to help both
patients and caregivers, such as [6] and [7]. However, none of these works consider the users’ emotions
or personalities during the response generation process.
Emotionally Intelligent Chatbots. One of the fundamental challenges in conversational AI is

producing a chatbot that is able to detect and react to emotions properly. Numerous researchers have
shown that empathetic systems can play key roles in contributing to a better user experience [8], [9],
[10]), but the application of these principles in a conversational AI framework is nontrivial. Emotional
affection and social belonging are fundamental needs for human beings [11]. Therefore, building social
chatbots to address these emotional needs is of great value to the society [12]. Previous works such
as [13] proposed an artificial intelligence-based cognitive model for emotion awareness in chatbots.
The proposed model can extract emotions from conversations, detect emotion transitions over time,
predict real-time emotions and intelligently profile human participants based on their distinct emotional
characteristics. In another similar approach, [14] aimed to understand the possibilities for users to
engage in personal relationships with chatbots via emotionally intelligent algorithms.

Although these works accomplished their goals, their approaches lack the ability to save and recall
facts from the conversations. This can result in incoherency during longer conversations. We address
this issue by incorporating knowledge graph into the conversational system. Factual information is
extracted in real-time during each conversation and is saved for re-use within the knowledge graph. As
shown in Figure 1, this greatly improved the experience of users interacting with the system.

Knowledge-Graph-Based Chatbots With the rapid progress of the semantic web, a huge amount
of structured data has become available on the web in the form of knowledge graphs. Knowledge
graphs represent a network of real-world entities and illustrate the relationship between them [15].
Using knowledge graphs in chatbots can help increase the coherency of the responses and adds the
ability to save and remember facts as the conversation continues. Recent studies such as [15] developed



conversational systems based on knowledge graphs to propose a machine learning approach based
on intent classification and natural language understanding to understand user intents and feelings.
In another work, [16] used knowledge graphs to establish relationships between stressors, speaker
expectations, responses, feedback, and effective states to identify responses that could have the best
impact on those under distress. In this work, we combine semantic knowledge, user personality profiling,
and emotional intelligence within a single dedicated arhitecture. This employs all the potentials of the
previous works and covers their weaknesses.

3. Methodology

For this work, we assume that considering both the user’s personality and emotions at the same time can
enhance the quality of the human-chatbot interaction. Based on this assumption, we equipped a chatbot
with features that can help caregivers of people with dementia, including language models fine-tuned
on specialized datasets and a knowledge graph that was able to store and retrieve personality-specific
information. To test our assumption, we first created a chatbot with certain baseline features that can
help caregivers. We then compared the baseline with our enhanced model by conducting a human
evaluation.

3.1. Baseline

For the baseline model of this project, we used BYU-EVE, an open-domain dialogue architecture
developed in BYU’s Dragn Lab [17], [18]. We used three different transformer-based language models:
DialoGPT [19], GPT-3 [20], and AI21 [21]. Using language models as response generators allows us to
generate more natural responses. However, this approach also has risks and limitations, such as lack of
coherency and the possibility of generating toxic or inappropriate text. These would definitely need to
be addressed in a production-ready system. Nevertheless, the neural generators function adequately
as a baseline to determine whether the implemented personality and emotion modules improved the
user experience. Our enhanced model uses a subset of BYU-EVE’s response evaluators to select the
highest-ranked response among the text generations from our three neural response generators. All
three response generators were trained on a dataset of information about taking care of patients with
dementia. This dataset was scraped from Reddit conversations among caregivers [22].

3.2. First Contribution: Personality Classifier

One of the main problems with the current chatbots is that they create new responses without con-
sidering the user’s personality. Personality is defined as “the characteristics of a person that uniquely
influence their cognitions, motivations, and behaviors in different situations.” [23]

Studies have shown that people communicate better with those who have personality characteristics
that are similar to their own [25]. Accordingly, we designed a personality classifier that enables our
chatbot to gain information about the user by asking questions about their personality type and then
classifying them into one of the 16 personality types from the Myers-Briggs (MBTI) model [3]. The
MBTI is a four-factor model that allows people to describe themselves by four letters (e.g., ENTJ or
ISFP) that represent their particular type. The scale yields eight scores (one for each type) that can
be considered on four typological opposites. This technique contains 4 pairs of personality scales,
Introvert(I) vs Extroverts(E), Sensing(S) vs intuition(N), Thinking (T) vs Feeling (F), Judging (J) vs
Perceiving (P). (Fig.1). The four scales of the Myers-Briggs Type Indicator (MBTI) are scored by
computing a continuous preference score indicating the net preference for the two poles of each scale.
The chatbot has a list of questions Q for each set of personality scales. It constantly analyzes the user’s
input and the state of the conversation to determine if the user’s latest input is semantically similar
to one set of these questions. We calculate this semantic similarity using Sentence-BERT (SBERT)
[26]), a variation on the BERT network [27] designed to generate embeddings which facilitate semantic



Figure 1: The Myers-Briggs Type Indicator 4x4 Grid Structure [24]

comparisons. We find the cosine similarity between the SBERT embeddings of I (user’s input) and every
q ∈ Q using:

argmax
𝑞∈𝑄

cos(𝑆𝐵(𝐼), 𝑆𝐵(𝑄)) (1)

Where cos represents the cosine similarity function and𝑆𝐵 is the application of the SBERT embedding
model.

If the output of the cosine similarity is greater than a specific threshold (we used the value of 0.7 in
this work) it can be inferred that the user’s input is semantically similar to one set of questions. In this
case, the chatbot randomly selects a question from that set and appends it to the text generated by the
response generator for that round. The goal of calculating the cosine similarity is to ask questions at
the proper points of the chat, where they are connected to the conversation flow. These questions are
taken from the original Myers-Briggs test [3] and are set up as yes/no questions allowing the user to
reply positively or negatively. If the user’s response is ambiguous and unclassifiable, then none of the
personality scales get any score. The chatbot waits for the user’s response before determining whether
it was positive or negative using a positive/negative classifier. Based on that output, one characteristic in
the pair related to the category that the most recent question was drawn will have an increase in score.
(Fig.2). This process needs time so the chatbot can ask all of the questions and gather the information it
needs to match the user’s personality. By knowing this information about the user, offering a more
appealing response would be easier. Once the chatbot has successfully classified the user’s personality,
it adds a list of information related to that personality type to the user’s knowledge graph. For example,
if the user was classified as an ESTP, knowledge graph nodes would be added indicating that the user is
friendly, enjoys interacting with people, is action-oriented, and a risk taker. The chatbot constantly
monitors users’ inputs and compares them to the knowledge in the knowledge graph to generate new
responses. Therefore, by adding the list of information about the personality type to the knowledge
graph we can influence future responses in order to make them more personalized for the user.

3.3. Second Contribution: Emotion Detection

While there is a strong focus on building applications to assess health, there is scientific evidence
that making such applications empathetic plays a significant role in their acceptance and success and
improves user experience [12]. To address this issue, the chatbot uses an emotion classifier to classify
users’ feelings at the moment by analyzing their inputs. One of the response generators (AI21) can
show empathy by mimicking the user’s emotions. This feature has not been added to other response



Figure 2: Personality classifier flowchart. The chatbot waits for the user’s input. It checks a flag value to see
whether a question has been asked in the previous round or not. If no question has been asked (flag value = 0) it
checks the semantic similarity of the input with all the questions in the list of questions by calculating the cosine
similarity. If the input is semantically similar to one question (like the example on the left), the model picks a
question and sends it to the response generator, and sets a flag value to 1 to remember that in the next turn, it must
listen for the user’s response to the question. In the response generator, the model adds the question to the end of
the generated response. In the following turn, the model knows it should wait for a response from the user because
the flag value has been set to 1. the model classifies the user’s response as positive or negative, and based on that
scores the personality characteristic of the user. The model continues this cycle until it found all four characteristics
in the user’s personality. The next step would be adding a list of information about the user’s personality type to
the knowledge graph.

generators to avoid overwhelming users with repeating emotions. For the task of emotion classification,
we used the emotion classifier from Hugging face [28], [29]. It allows classifying the text into one of
the following 6 emotions: Joy, love, surprise, Sadness, Anger, and Fear.

3.4. Knowledge Graphs and Fact Extraction

The chatbot also has the ability to extract important facts about the user during the conversation
and save them in the format of a knowledge graph to reuse them later during other conversations. A
knowledge graph, also known as a semantic network, is a knowledge base that uses a graph-structured
data model or topology to integrate data [30]. To extract and save information, we used the technique
offered in [31]. In this method, information is extracted from the conversations using the Stanford
Open Information Extraction (Open IE) model [32], which continuously extracts relevant facts and
entities from the conversation. These facts are typically in the form of head, relation, tail triples (e.g.,
"Alice - Likes - Books"). These extracted facts are used to build a knowledge graph. Each node in the
graph represents an entity (e.g., "Alice", "Books"), and each edge represents a relationship between
these entities (e.g., "Likes"). The graph is dynamically updated as the conversation is processed. The
knowledge graph functions as an external memory. When the model needs to generate a response, it
queries the knowledge graph to retrieve relevant information, enabling it to create more personalized
responses. The model finds this relevant information by using the technique from 3.2. The selected
information is then fed to the language model before generating the response.

Additionally, after classifying the user’s personality, the chatbot enhances the knowledge graph with



Figure 3: Some sample pre-defined characteristics of the personality type ENTP in the Myers Briggs personality model (left),
and demonstration of a simple knowledge graph made by user’s information (right). When the model identifies a user as an
ENTP, it automatically incorporates these predefined characteristics into the user’s knowledge graph. This enhancement
allows for more personalized and contextually relevant responses.

information related to that personality type. For instance, if the user is classified as an ESTP, nodes would
be added to the knowledge graph to indicate that the user is friendly, enjoys interacting with people, is
action-oriented, and is a risk-taker. (Fig.3) By continuously monitoring user inputs and comparing them
to the knowledge graph, the chatbot can generate tailored responses. Thus, incorporating personality-
related information into the knowledge graph ensures that future interactions are more personalized
and engaging for the user.

3.5. Datasets

Publicly available emotional dialogue datasets such as EmpatheticDialogues [33], EmotionLines [34]
and EmoContext [35], mostly consist of daily conversations created in an artificial setting or curated
from movie/TV subtitles. Real counseling conversation datasets used to conduct research such as [36]
and [37] are often not publicly available due to ethical reasons. Therefore we created a new dataset
from scraping Reddit data, which contains dialogues among caregivers of people with dementia. We
chose Reddit to collect this data because it is publicly accessible and the conversations on that platform
are real talks between people who experienced taking care of people with dementia, therefore their
questions and concerns are common among people in that situation. We used the Pushshift API [38]
to gather this data from two related subreddits: Dementia and Alzheimer’s. We cleaned the data by
dropping unrelated responses (such as advertisements) and cleaning the data from a list of offensive
words. Among the three response generators we used for this model, only DialoGPT is trained on the
full dataset. We used a smaller version of this dataset for performing few-shot learning on GPT3-based
and AI2-based response generators which used larger language models.

4. Evaluation

In order to better understand our model’s performance, we conducted a human evaluation. The chatbot
evaluation session took place on five consecutive days at Brigham Young University, with a total of 24
participants. The participants were recruited from students of Brigham Young University (male and
female, mostly college students) through posting flyers. The participants spent some time chatting with
our model (which consists of personality classification, knowledge graph, and emotion detection), and



Figure 4: Comparing two conversations between a participant and our model (left) and the baseline (right). The sentence
highlighted in red shows our model trying to identify the user’s personality by asking a question. The green highlight shows
when our model tries to use its knowledge about the user.

the baseline model which is designed very similar to our model without any features as described in
Section 3.1. Due to the time limitation, We opted to slightly change the personality classifier feature.
Hence, instead of waiting for the proper time during the conversation to ask a personality question, we
set the model to ask a question every 5 turns if it did not encounter enough semantic similarity. This
modification accelerates the process of getting to know the user, but on the downside, it makes the
conversation less coherent and the transition between the conversations less smooth.

We recorded the conversations between the user and the chatbots without recording any personal
information about the user for further analysis. After this experience, the participants were asked to
fill out a survey to compare our model with the baseline and measure our model’s improvements. In
the survey, we asked questions like which version made the participants feel better after the conversa-
tion to compare the effect on emotions, which version made more human-like responses to measure
coherency, and which version got to know the user more and generated responses that better suited
their personalities to see if the personality classifier feature is doing its job. The participants could vote
for our model if they found it better, the baseline or "no difference". We calculated the t-test results for
these comparisons which can be seen in table 1, in addition to the percentage of participants who voted
for the enhanced model.

For scoring the models, if the participant vote for the baseline model, the baseline model gets +1 score
and the enhanced model loses -1 score, and vice versa. If the participant votes for "no difference", which
means they believe both versions are equal in performance, then both models get 0 scores. Although the
majority of participants voted for the enhanced model for all questions, the t-value would be different
based on the number of votes for either the baseline or "no difference" option. In the last row in table 1,
the reason that the enhanced model got more votes from the participants, and still the t-value is so low
is because in scoring the models, we got more negative votes compared to other questions. We presume
the reason for this could be because of the changes we made to accelerate the personality classifying
process during the evaluation.

We compared the lengths of the conversations in baseline and in our system and noticed a 12.25 %



Question Our model Baseline T value

Which version made you feel like it is getting to know you
better?

70% 25% 3.136

which version generated responses that better suited your
personality?

70% 30% 3.108

Which version generated more human-like responses? 67% 23% 3.278
Which version helped you feel more positive emotions during
the conversation?

62% 25% 2.968

Which version do you like to use more? 66% 34% 2.398

Table 1
Comparing the baseline and our model by calculating the T value. In the t-test, the null hypothesis is
that the baseline and our model are the same in performance and there are little or no improvements,
and the alternate hypothesis is that our model made improvements. We considered the T-critical value
as 2.92 and if the t-value is greater than the t-critical value we can say that the alternate hypothesis is
correct. Otherwise, the null hypothesis is correct. Bolded scores mean the alternate hypothesis is correct
and our model made improvements. Our model’s score column shows the percentage of participants
who voted for the enhanced model. Users were given the choice to vote for our enhanced model, the
baseline model, or neither.

increase in the conversation length for the conversations with our model. This increase can show that
our model acted more successfully in engaging the participants in a conversation.

Comparing the emotion transition during the conversations revealed some unexpected results.
Although we were expecting to see more positive emotions during the conversations with our model,
we had an increase in negative emotions (sadness and anger) 2. We have three possible interpretations.
First, the influence of the enhanced model may be subtle and, since the number of participants and
conversations were limited, was possibly not enough to show its influence over five days. Second, we
provided emotionally appropriate responses and added sympathy by mimicking the user’s emotions. For
this reason, whenever the user says something with negative emotion the chatbot preferably repeats that
emotion as well. This technique for adding empathy increases the number of negative emotions. Third,
a manual inspection of the participants’ conversations with our enhanced model and the baseline, we
noticed the users had more tendency to talk about their problems with the enhanced model. Naturally,
talking about these subjects makes them feel more negative emotions. We consider this as a positive
step forward because one of our main goals is to make this chatbot help caregivers talk about their
problems and emotions. Further studies are needed to get a deeper understanding of the long-term
impact of our model on improving users emotions. Two conversations between the participants and the
enhanced model and the baseline can be found in Fig 4.

Despite having more negative emotions during the conversations, the participants reported that they
experienced more positive emotions after chatting with the enhanced model. One likely interpretation
is that, by drawing the user into a conversation about negative emotions, the chatbot provides a form
of catharsis, allowing the user to release their negative emotions by talking about them. Studies have
shown that simply talking about our problems and sharing our negative emotions with someone we
trust can be profoundly healing—reducing stress, strengthening our immune system, and reducing
physical and emotional distress [39].

5. Ethical Impacts

The deployment of conversational AI systems, including chatbots, for support of vulnerable populations
is fraught with ethical peril. We note in particular the well-justified concerns surrounding language
model bias [40], [41], [42], dataset imbalance [43], [44], and task alignment for large-scale language
models to specific user preferences [45], [46]. While recent innovations such as constitutional language
models [47] are helping to mitigate such concerns, we are far from having failsafe technologies in this



Emotion Baseline Our pipeline

Joy 74% 72%
Love 3.6% 1.2%

Surprise 0.4% 0.8%
Fear 7.4% 6.9%

Sadness 9% 9.4%
Anger 5% 8.5%

Table 2
Comparing the emotion counts during the conversations with the baseline and the enhanced model. Bolded
results mean this emotion occurred more frequently. Although negative emotions slightly increased in the
enhanced model, by analyzing the conversations we noticed that the reason behind this increase is that our
model is more empathetic. It mimics users’ emotions and makes them feel more engaged in the conversation,
and feel more comfortable talking about their emotions and problems.

regard. In light of such factors, we emphatically assert that our research is intended to explore one
small factor (i.e. personality classification based on the MBTI self-report inventory) of a much larger
problem, and should not be viewed as an end solution in and of itself. Any attempt to leverage our
methods in a broader conversational AI context should include careful oversight from both medical
professionals and expert practitioners in large-scale language models, with a careful eye toward the
human impacts of such systems.

Regarding our core contribution of personality classification within a contextually and emotionally
aware text generation system, we note that any attempt to classify users into subcategories includes
inherent risks such as stereotyping, pigeonholing, and reductionism. We feel that the use of a long-
established and well understood classification method (in this case, the MBTI system) mitigates many
of these risks, but care should still be taken in applying any conclusions made by such systems. In
particular, it is recommended that any system leveraged for user-specific personality classification be
open-ended and responsive to new developments in the user’s personality and preferences.

6. Conclusion

In this paper, we implemented a novel personality classification approach based on the Myers-Briggs
self-report inventory and examined the impact of this innovation on user responses to neural text
generations paired with targeted knowledge graph extractions. Over the course of 5 days, with N=24
participants, we found that our enhanced model created significant improvements in participants’ sense
that the chatbot was getting to know them, as well as generating more positive emotions as reported by
users. Interestingly, these self-reported positive emotions are correlated with an increased amount of
negative sentiment in the chat transcripts, which we attribute to a sense of catharsis due to the user’s
increased willingness to disclose negative emotions to the chatbot.

Future work in this line of research should include a more detailed analysis of chatbot behavior and
user responses, as well as an extension of the user study to include a demographic group that is closer
to the long-term target population of dementia caregivers. In addition, we wish to improve the quality
of our generated emotion-informed responses by using emotional style transfer techniques.
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