
LLM-Driven Knowledge Enhancement for Securities
Index Prediction
Zaiyuan Di, Jianting Chen, Yunxiao Yang, Ling Ding and Yang Xiang*

Tongji University, No. 4800, Cao’an highway, JiaDing District, Shanghai city, 201804, Shanghai, China

Abstract
The securities market carries complex financial interactions, providing challenges to its prediction. To represent
this complexity, researchers have utilized multi-source data, such as financial news and macro market indicators,
for better performance. However, these efforts often ignore the internal knowledge among these data or suffer from
the high cost of acquiring diverse knowledge. Thus, we propose a LLM-driven knowledge enhancement method
for securities index prediction. Specifically, we collect the daily data of Shanghai Stock Exchange indexes and
their related market indicators and model the internal knowledge among them as triplets. Then we leverage LLM
as a knowledge base to acquire diverse knowledge efficiently. Finally, we integrate the knowledge and numeric
multi-source data as a heterogeneous graph and apply a GNN model to predict the trend of securities indexes.
Experiments demonstrate the effectiveness of our method in prediction and real-world backtest.
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1. Introduction

Securities prediction has always been a challenging but engaging task. Many studies [1, 2, 3, 4, 5] have
already proven the feasibility of predicting securities based on historical price data. These efforts have
further made securities prediction a promising profit opportunity for investors and a classic time series
prediction task with valuable research significance.

The securities market is a complex environment with various entities and events, often requiring time
for their interactions to be fully reflected in price data. For example, the management change information
in the announcement will affect its stock price, and the crude oil price will affect the stock price of
airline companies. These facts inspire researchers to utilize external information for more accurate price
prediction. Thus, multi-source data, such as sentiment information [6, 7, 8], semantic information from
news and posts [9, 10, 11], and information on companies related to the predicted stock [12, 13], has
been widely explored.

Substantial efforts have been made to leverage this multi-source data. Nevertheless, many treat these
data in isolation, ignoring the relations’ role in promoting prediction performance [14, 15], for example,
representing all information as concatenated vectors [16, 17]. Compared with these methods, some
work models the internal relations of data and incorporates them into predictions utilizing graph-based
models, resulting in good performances. They usually represent the relations as knowledge graphs
[12, 13] or correlation matrixes [18]. However, these methods still have the following challenges: 1)
Since knowledge acquisition from tremendous raw data is expensive, it is not always applicable [12]. 2)
Meanwhile, many rely on existing knowledge sources or correlation calculations, both suffer from the
limited variety of relation and entity types [13, 18].

To overcome these challenges, we propose an economical and effective LLM-driven knowledge
enhancement for securities index prediction. First, we collect the daily data of Shanghai Stock Exchange
indexes (SSE indexes) and their related market indicators, such as the Northbound Capital and the
Shenzhen Composite Index, as multi-source data to overcome the hysteresis of price data. Second, we
establish the relationships between them by leveraging a large language model (LLM) as a knowledge
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source, thus obtaining diverse knowledge inexpensively. Third, we integrate the collected numeric
data and knowledge into a heterogeneous graph. Finally, we apply a heterogeneous graph-based neural
network to learn the representation of SSE indexes and predict their price movement. The experiment
results demonstrate the effectiveness of our method in prediction and real-world backtest. In conclusion,
our contributions are as follows:

1) We propose a LLM-driven knowledge enhancement method for securities index prediction, leverag-
ing LLM as an automated knowledge base to acquire various knowledge efficiently.

2) We implement a heterogeneous graph-based neural network to incorporate the numeric multi-source
data and their knowledge, resulting in a good improvement in the downstream prediction task.

3) We validate the effectiveness of our method in securities index trend prediction, covering 175
securities indexes and 9 years of data. Additionally, we verify the method’s real-world profit capabilities
through backtest.

2. Related work

2.1. Deep learning in stock market prediction

Deep learning has been a promising approach to stock market prediction [19]. Recurrent models, such as
RNN [20] and LSTM [21], are particularly prominent due to their ability to capture temporal information
[19, 22]. In the previous work, the majority enhance their method by incorporating multiple numerical
and textual data, e.g., technical indicators [23], social text [24], and financial news [25]. Nonetheless,
these data often reflect a post-event status of the predicted object in isolation. Since events propagate
between different entities in sequence, it causes a lead-lag effect in these data [12, 26].

Instead of concatenating the multi-source data as input features, some work also leverages the internal
relationships of the data. For instance, Cheng et al. [12] integrate multi-modal information of multiple
companies through a company knowledge graph. Matsunaga et al. [13] fuse price data of companies
through their commercial relationships. In these works, complex relationships are reflected through
knowledge, reflecting the role of knowledge in enhancing securities prediction.

2.2. Knowledge enhancement

Knowledge enhancement has become increasingly crucial in stock market prediction [16, 27, 28, 29].
Generally, the challenge of knowledge enhancement lies in the acquisition and incorporation of knowledge.
For acquisition, many efforts have been made to obtain knowledge from unstructured raw data [30, 31]
and existing knowledge sources [32, 33, 34, 35] such as open-source knowledge graphs. For incorporation,
it is a common practice to concatenate unstructured knowledge (e.g., semantic information) and historical
price data into vectors [36, 37], making the recurrent model widely used. Besides, graph-based models
are also intuitive ways to incorporate structural knowledge, such as triplets, into predictions. Among
these methods, homogeneous graph-based [38] and heterogeneous [39, 40] graph-based neural networks
are both widely used.

However, the primary methods are confronted with acquisition costs and knowledge diversity. Recently,
large language models have demonstrated their potential for knowledge acquisition, engaging many
researchers in information extraction [41, 42, 43]. In this paper, we keep further focusing on reducing the
cost of knowledge acquisition by using a large language model and integrating semantic and structural
information in knowledge and numerical data with a graph-based model.

3. Method

3.1. Problem description

Our objective is to predict the daily trend of SSE indexes, framing it as a binary classification task.
Assuming today is day 𝑡, we use the average closing price over the past 𝛼 days as the baseline. If the



closing price on day 𝛽 in the future exceeds the baseline, it is considered an rising trend and labeled as a
positive sample. The formula for setting the labels is as follows:

𝑙𝑡 =

{︃
1, 𝑐𝑡+𝛽 > 𝜆

𝛼

∑︀𝛼−1
𝑖=0 𝑐𝑡−𝑖

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(1)

where 𝑐𝑡 represent the closing price on day 𝑡, and 𝜆 ≥ 1 is a constant that determines the threshold for
classifying the trend. Using the average as a baseline can avoid the impact of market fluctuations. 𝛽
represents the prediction horizon.

The data used for trend prediction comes from multiple sources. In addition to SSE indexes trading data
𝐷𝑆𝑆𝐸 , it also includes other data sources 𝐷1, 𝐷2, · · · , 𝐷𝑟. These data sources have varying dimensions
and granularity. In subsequent sections, we will introduce how to organize these data sources into input
data for the prediction task.

Figure 1: The data source of the SSE index prediction task

3.2. LLM-driven knowledge enhancement

Generally, the data used for SSE index prediction comes from two sources: SSE index trading data
and other market indicators, as shown in the Figure 1. Trading data has a direct relationship with the
SSE indexes, but the available historical data often exhibits lagging characteristics. On the other hand,
market indicators refer to other economic market indicators related to the SSE indexes. These indicators
can reflect more environmental factors and provide guidance for predicting the trends of SSE indexes.
Traditional methods typically fuse these two types of data by simply appending market indicators to the
daily trading data, thereby expanding the input feature dimensions. However, they overlooks the semantic
information and connections behind the market indicators, which are crucial for improving prediction
performance.

We propose a knowledge enhancement method based on Large Language Models (LLM), leveraging
LLMs to automatically embed knowledge into market indicator data. We argue that the knowledge of
market indicators is reflected in the relationships between them. For example, there is a connection
between "Southbound Capital (SC)" and the "Hang Seng Index (HSI)". SC reflects the capital flowing
from mainland China into Hong Kong, while HSI is an index of the Hong Kong stock market influenced
by SC. To characterize the relationships between market indicators, we adopt a approach that establishes
relational paths formed by multiple triplet links. In the example above, we take SC and HSI as nodes and
form a triplet link based on their relationship: [(SC, index status, Capital from Mainland), (Capital from
Mainland, participate in, Hong Kong market), (HSI, index status, Hong Kong market)].

To extract relationships among numerous market indicators, we leverage a LLM to automatically
uncover the connections between market indicators. The specific process is illustrated in the following
steps:



Figure 2: The process of automatically uncovering relational paths between market indicator
nodes using a LLM

Step 1: Instruction Construction. We construct instructions with known nodes for input into the
LLM. These instructions involve the task description, ontology constraints, output format, examples,
and other relevant information. The instructions must enable the LLM to fully understand our task of
extracting relationships between market indicators.

Step 2: LLM Interaction. We input the constructed instructions into the LLM and obtain the feedback
results. We then validate these results and extract triplets from the successful outcomes.

Step 3: Node Update. After saving the newly generated triplets, we update the known node pool with
the newly generated nodes. We repeat Step 1 until the maximum number of iterations is reached.

Step 4: Path Identification. Once the maximum number of iterations is reached, we identify paths
from any two market indicator nodes as start and end points using the triplet set. Irrelevant triplets that
are not on the identified paths are removed.

The iterative process generates intermediate nodes for market indicators, fully utilizing the knowledge
base and reasoning capabilities of the LLM to uncover complex multi-hop and cross paths. After this
process, multiple market indicators, including SSE indexes, form a connected heterogeneous graph
𝐺 = (𝑉,𝐸).

Furthermore, we align data with knowledge to form the input for the SSE index prediction model.
Assuming the prediction model aims to forecast the trend on day 𝑡, we organize the input data into a
graph structure 𝐺𝑡 = (𝑉,𝐸,𝐴𝑡). The node set 𝑉 is divided into two categories based on their sources:
market indicator nodes 𝑉𝑚, which include SSE indexes among others, and intermediate nodes 𝑉𝑝, which
generated by the LLM and reflect the relationships between market indicators.

The market indicator nodes have corresponding data values as predictive support, serving as node
feature attributes 𝒜(𝑛𝑖, 𝑡), where 𝑛𝑖 ∈ 𝑉𝑚. For instance, the SSE indexes node uses trading data from
the period [𝑡− 𝛾, 𝑡] as its attribute values 𝒜(𝑛𝑖, 𝑡) = 𝐷

[𝑡−𝛾,𝑡]
𝑆𝑆𝐸 . These attribute values reflect the specific

state of the nodes at the target time. Differences in these states directly influence the prediction results.
The intermediate nodes 𝑉𝑝 do not have specific numerical values but possess clear semantics. There-

fore, we number all intermediate nodes and use one-hot encoding as their attributes, i.e., 𝒜(𝑛𝑖, 𝑡) =
𝑜𝑛𝑒ℎ𝑜𝑡(𝑛𝑖, |𝑉𝑝|). These intermediate node encodings reflect the path semantics, guiding the information
aggregation between market indicators. The attributes of all nodes form the attribute set 𝐴𝑇 . This graph,
enriched with knowledge for the prediction 𝑙𝑡, is then input into the model.

3.3. GNN-based securities index prediction

Based on the graph data 𝐺 = (𝑉,𝐸,𝐴) 1, we then construct a GNN model 𝜑𝑔𝑛𝑛(𝐺) to predict the
trend of the index. The feedforward computation process of this model, as illustrated in Figure 3, consists
of three main components: feature mapping, feature fusion, and classification output.

Feature mapping aims to map different types of nodes into a unified vector space. In the input
heterogeneous graph, the node set 𝑉 contains 𝑘 types of nodes, and each type of node corresponds to a
fixed set of feature attributions. We prepare a feature mapping function for each type of node. Given a
node 𝑛𝑖 of type 𝑗 and its associated feature values a𝑖, the computation of feature mapping is as follows:

1omitting the superscript 𝑡



Figure 3: The model structure of securities index prediction

x𝑖 = 𝑓𝑗(a𝑖) = 𝑊𝑗a𝑖 + b𝑗 , (2)

where 𝑊𝑗 and b𝑗 represent the weights and bias, respectively. The vector x𝑖 denotes the feature vector of
node 𝑛𝑖.

Feature fusion is the process of using graph neural networks to aggregate information from nodes and
edges. The feature mapping step outputs vector representations for all nodes in the graph, denoted as
𝑋 = {x𝑠,x1, · · · ,x𝑛−1}. We employ a Heterogeneous Graph Transformer (HGT) model to learn the
representations of nodes and the topological structure. The fusion vector representation of node 𝑛𝑖 is
denoted as ℎ𝑙𝑖, where 𝑙 indicates the layer number of HGT, and the initial fusion vector is h0

𝑖 = x𝑖. The
entire network consists of 𝑚 layers, and the feedforward process for each layer is calculated as:

h𝑙+1
𝑖 = 𝜑ℎ𝑔𝑡(h

𝑙+1
𝑖 , {(h𝑙

𝑗 , 𝑒𝑖𝑗)|𝑛𝑗 ∈ 𝒩 (𝑛𝑖)}), (3)

where 𝒩 (𝑛𝑖) represents the neighbor nodes of 𝑛𝑖, and 𝑒𝑖𝑗 represents the edge between nodes 𝑛𝑖 and 𝑛𝑗 .
The HGT model, based on the Transformer architecture, can aggregate features from different types of
nodes and edges. The vector representation of SSE index nodes includes not only the node’s original
features but also additional data features and the semantic knowledge underlying the data.

Classification output predicts the trend of the SSE index based on the high-level representation. Given
the fusion feature representation ℎ𝑚𝑠 of the SSE index node, we use a fully connected neural network
and the softmax function to calculate the probability of the index rising or falling. This computation is
defined as:

𝑝 = Softmax(𝑊h𝑚
𝑠 + b). (4)

The model output 𝑝 is a 2-dimensional vector, with each element corresponding to the probabilities of the
index rising and falling, respectively. During model training, we utilize the cross-entropy function as the
loss function and update all learning parameters through gradient descent.

4. Experiment

In this section, we prepare model prediction and market backtesting experiments to validate our method.



Table 1
Results of Prediction Experiment2

Model Acc P R F1

LSTM 0.6801 0.6505 0.6512 0.6366
Bi-LSTM 0.6890 0.6557 0.6611 0.6465

GAT 0.6836 0.6587 0.6451 0.6296
HGT 0.6868 0.6676 0.6576 0.6432

KHGT 0.7183* 0.6870* 0.6805* 0.6793*

4.1. Experiment setting

Datasets. We collect the price and trading data of 175 SSE indexes from 2013 to 2021, along with 6
technical indicators and 12 market indicators. With the collected data, 364,314 prediction samples are
formed. We split the datasets and conduct the experiments by year. In the prediction experiment, we
adopt a time-series cross-validation,as referenced in [44]. The samples of each year is split into five parts:
Jan to Apr, May to Jun, Jul to Aug, Sep to Oct, and Nov to Dec. For the 𝑖-th fold validation, we take the
first 𝑖 parts as a training set and the 𝑖+ 1-th part as a validation set. In the backtesting experiment, we use
the samples from Jan to Oct as a training set and those from Nov to Dec as a test set.

Evaluation Metrics. In the prediction experiment, we apply the accuracy (Acc), precision (P), recall
(R), and Macro-F1 score (F1) as metrics to evaluate the prediction performance of different models. In
the backtesting experiment, we define the daily return (𝑅) as follows:

𝑅𝑡 =
1

|𝐼𝑡|
∑︁
𝑖∈𝐼𝑡

𝑃 𝑡
𝑖 − 𝑃 𝑡−1

𝑖

𝑃 𝑡−1
𝑖

, (5)

where 𝑃 𝑡
𝑖 denotes the price of index 𝑖 at time 𝑡, and 𝐼𝑡 denotes the number of indexes in the portfolio held

by the model at time 𝑡. We then use the average daily return (DR) and the Sharpe ratio (SR) to measure
the profitability of different models. In the Sharpe ratio, we use the 1-year China Government Bond Yield
as the reference for the risk-free rate. To align with the daily return 𝑅, the annual Bond Yield is divided
by 365.

Implementation Details. For the label setting, we take 𝛼 = 5, 𝛽 = 2, and 𝜆 = 1.01 as specified in
Eq. 1. The heterogeneous graph generated by the LLM consists of 30 nodes and 56 edges, with the time
interval for node features set to 𝛾 = 5. During training, we use the Adam optimizer with a batch size of
512 and a learning rate of 0.001, and we implement early stopping to prevent overfitting. In our GNN
model, the embedded vector dimension for feature mapping is set to 60, the hidden vector dimension of
the HGT is 90, the number of attention heads is 4, and the number of layers is 𝑚 = 6. For the baseline
settings, recurrent models have 4 layers with a hidden vector dimension of 360; graph-based models use
an embedded vector dimension of 100, a hidden vector dimension of 120, 3 attention heads, and 4 layers.

4.2. Prediction experiment

We compare our model, Knowledge-enhanced HGT (KHGT), with several baselines, including re-
current models such as LSTM and Bi-LSTM, and graph-based models such as GAT and HGT. Their
average performance over 9 years is presented in Table 1. The results indicate that KHGT outperforms
all baselines. Furthermore, yearly comparison results are illustrated in Figure 4, showing that KHGT
demonstrates strong generalization, achieving the highest Macro-F1 score and accuracy in most years
from 2013 to 2021.

By comparing graph-based models and recurrent models, we observe that graph-based models generally
do not outperform recurrent models. Specifically, GAT lags behind other baselines in terms of recall and F1
score, and HGT is slightly inferior to Bi-LSTM in terms of accuracy, recall, and F1 score. This indicates

2* denotes that the improvement is significantly in a paired t-test (𝑝 < 0.05), same as below.
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Figure 4: Performance comparison of models from 2013 to 2021

Table 2
Results of backtesting experiment

Model DR SR F1

Market 0.0009 0.0683 —
LSTM 0.0019 0.1824 0.6366

Bi-LSTM 0.0022 0.1909 0.6465
GAT 0.0012 0.1089 0.6296
HGT 0.0018 0.1747 0.6432

KHGT 0.0029 0.2660 0.6793

that the structural information in GAT and HGT does not provide a significant predictive enhancement.
The superior performance of KHGT is attributed to the contribution of knowledge enhancement.

4.3. Backtesting experiment

To assess the real-world profitability of KHGT, we backtest it over a period of 9 years. We adopt a
straightforward and effective trading strategy, as referenced in [12]: buy when the prediction is "rise" and
sell when the prediction is "fall". The trading volume is set proportional to the prediction probability and
inversely proportional to the index price. For simplicity, we assume that the index is tradable and ignore



Table 3
Results of intervention experiment

Deletion
Ratio

Acc F1

Mean Std Mean Std

1.00 0.6959 0.0056 0.6623 0.0072
0.75 0.7094 0.0049 0.6673 0.0084
0.50 0.7031 0.0123 0.6705 0.0085
0.25 0.7077 0.0048 0.6746 0.0035

0 0.7274* 0.0045 0.6905* 0.0035

transaction fees.
Table 2 presents the average performance of each model, where "Market" refers to always holding

all indexes. The results demonstrate that KHGT outperforms all baselines across both metrics. For the
baselines, graph-based models generally lag behind recurrent models, consistent with the findings from
the prediction experiment. Notably, the profitability of KHGT remains optimal across both metrics.

4.4. Effectiveness of knowledge

Intervention experiment. To further verify the effectiveness of knowledge enhancement, we conducted
an intervention experiment. We randomly deleted a portion of the knowledge paths between market
indicators. A deletion proportion of 1 indicates no knowledge enhancement. For each proportion setting,
we randomly selected paths and repeated the experiment three times, reporting the average results.

Table 3 presents the model performance under different proportions. The performance decreases as the
number of knowledge paths increases. When eliminating all knowledge, its performance will degrade to
the same level as HGT. This result implies that the LLM’s knowledge has a strong enhancement effort.
Without domain experts, our method can fully exploit the relationships between market indicators, thereby
enhancing the predictive ability of the model in an economical and effective manner.
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Figure 5: Visualization of attention weights

Visualization of Attention. We train the model with the samples from 2021 and calculate the average
attention weight of each edge type. The attention weights in KHGT are visualized in Figure 5. The
x-axis represents the price movement of the prediction target, and the y-axis represents the edge type.



We observe that "index status of" and "participate in" play relatively significant roles in falling and
rising markets, respectively. "Index status of" connects indicators to financial objects, reflecting the
impact of market indicators on the objects they measure. "participate in" connects these financial objects
to markets, reflecting the convergence and interaction of these objects. The prominence of these two
relations suggests that the model tends to focus on changes in specific indicators during falling markets
and the interplay of multiple indicators during rising markets.

5. Conclusion

This work proposes an LLM-driven knowledge enhancement method for the task of securities index
prediction. The innovation of this method lies in leveraging the rich knowledge within LLM, significantly
reducing the cost and improving the efficiency of acquiring market index-related knowledge. By interact-
ing with LLM through instructions, we establish triplet paths among market indices, thereby forming
graph data that embodies implicit knowledge. Utilizing the graph-structured market data, we construct a
GNN-based prediction model, which significantly outperforms traditional models.

Limitations and future work. The quality of the knowledge obtained from the LLM depends on
itself and the design of the instructions. Knowledge quality is a crucial constraint affecting the model’s
predictive capability. Therefore, ensuring the quality of the knowledge is a critical issue that needs to be
addressed in future work.
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