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Abstract
In this position paper, we discuss three distinct approaches for assessing risks associated with Digital Public
Infrastructures (DPI) and how Large Language Models could provide automated knowledge extraction to support
such analyses at scale. We further outline future research directions inspired by the domain of collective
intelligence and formal verification methods.
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1. Introduction

Digital public infrastructures (DPIs) are increasingly being deployed by governments, for example, for
the delivery of welfare benefits to citizens and to accelerate progress towards achieving the SDGs set
by the United Nations [1]. Past work indicates that the transition to digital modes of service delivery
can complicate access to crucial government services and raises concerns of data security and privacy
[2]. For DPIs to facilitate democratic and equitable access, they must adhere to certain best practices.
However, investigating the presence of such best practices in DPIs can be time- and labour-intensive.
At present, it is difficult to appraise DPIs for their conformance to regulatory requirements and other
best practices. In this paper, we discuss how the current advancements in the Large Language Model
(LLM) technology such as ChatGPT [3] could help to automate the analysis of DPIs.

2. Digital Public Infrastructure Analysis

DPIs are complex systems that may be a subject of analysis from various perspectives and organisations.
We will discuss three different analyses of DPIs that could benefit from usage of LLMs. These analyses
share some common requirements such as the need for consistent and reproducible results and additional
domain information either providing the context (e.g. information about the target deployment region)
or restricting the knowledge space for question answering (e.g., code, system documentation, specific
reports, etc.).

2.1. High-level Socio-Technical Analysis

DPIs are often reviewed and monitored by external organisations without access to detailed inner
workings of these systems. In this “black-box” approach the main focus is to analyse whether the
system meets the socio-technical requirements (e.g., fairness of access, security, etc.). The analysis may
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Figure 1: LLM-based pipelines for analysing DPI. A) A non-expert user interrogates external evidence base.
B) A technical expert explores additional system requirements based on the deployment context. C) Formal
verification process assesses a specific aspect of the system implementation.

be performed by non-technical experts who focus, for example, on social science aspects. We have
worked with DVARA Research1 who have developed an assessment framework consisting of a series of
questions for which answers are sought through a comprehensive search of available evidence. This
may include interviews with end users, external audit reports, documentation of the deployed system,
news reports, etc. LLMs could help to speed up the review of the external documents against specific
assessment frameworks (Fig. 1 A). Example questions inspired by the DVARA assessment framework
include: What financial details (e.g., bank details) does the system collect from citizens? ; Where does the
system obtain data about citizens? ; and Is the system available in other languages?. This type of analysis is
especially challenging as the questions are posed by a non-technical expert who may lack the in-depth
understanding of the generated answers. Quality and consistency of the results is therefore critical to
elicit trust from the user.

2.2. In-depth Technical Analysis & Testing

High-level socio-technical analysis can highlight areas that might require expanding the system design
or verifying whether the system meets key criteria. These analyses demand a ”white box” approach
and hence the LLM would need to deal with different forms of inputs such as code, diagrams, etc.

2.2.1. Expansion of System Requirements

System requirements may be formalised using variety of languages e.g. B-method [4] and notations
such as SysML [5], UML [6] etc. These models may have missing details that do not take into account
issues related to the environment where the system will be deployed. For example, a DPI that relies
on live internet connections to validate identity of a person using large payloads may be unusable in
areas with intermittent internet connection or insufficient bandwidth. Another example might involve
people living in rural areas for whom DPI contact centres might be far away. If a DPI requires, for
example, a multistage in-person registration process this might prove difficult, especially for the elderly
and those who cannot afford to travel. An LLM module could be used to analyse the system design
requirements within the context of the desired deployment scenario and suggest expansion or tweaks
to system specification (Fig 1 B). However, to do so it is likely to require an up to date local information
about the deployment area which is not present in the core model (e.g., local Internet speeds, planned
locations of the contact centers, etc.).

1https://dvararesearch.com/
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Figure 2: An overview of the prompts used in our experiment where different GPT4 instances produced three
answers to the same question and another GPT4 instance summarised these answers.

2.2.2. Formal Verification

DPIs pose a novel challenge to system designers due to their population scale deployment. Many
non-functional requirements (NFRs) such as inclusivity, accessibility, availability, security, privacy
and trustworthiness assume primary importance in case of DPIs. Such properties are hard to specify
in simple natural language primarily due to their dependence on environmental factors, and their
violation may be exceptionally hard to detect, as it may be caused due to the interaction of a multitude
of components and agents. We believe that formal methods2 may prove useful in ensuring that best
practices are indeed followed in the design and implementation of DPIs. LLMs may play role in
supporting the generation of formal specifications of best practices (Fig. 1 C) - i.e, in the form of
properties or predicates using a mathematically rigorous notation with formal semantics describing
an unambiguous interpretation of these best practices. This would then allow application of formal
methods which have proved invaluable in domains of engineering where the cost of errors is high (e.g.
safety critical and business critical software). We believe that formal verification techniques can be
applied to automatically analyse design models and software implementations to discover bugs.

3. Discussion & Future Work

Below we will discuss two potential avenues of our future research focus stemming from a series of
early experiments.

3.1. Application of Collective Intelligence Techniques to Control Quality of Results

The research community has previously spent a significant effort on exploring hybrid man-machine
systems operating on the principles of collective intelligence - i.e. “groups of individuals doing things
collectively that seem intelligent” [7]. Diverse concepts such as crowdsourcing [8], human computation
[9], social machines [10], and social computation [11] have emerged and with them a range of system
designs and techniques for managing the quality of results of such computations [12]. The issues
related to the use of LLMs such as the influence of the task design (i.e., prompts), the characteristics of
entities performing the task (i.e., different LLM models have different capabilities), and varying outputs
generated by different workers are shared with the collective intelligence systems.

In our early experiments, we were inspired by the task decomposition and role separation [12]
implemented by, for example, the Create-Verify pattern [13] which splits the workers’ tasks into two
groups. The first group of tasks is used to create some new data and these are then validated by the
second group of worker tasks based on majority voting. We have reversed the task order by performing
multiple create steps followed by a summarisation step where the LLM was asked to summarise the
results of the create steps and use majority voting in case of conflicting facts (Fig 2). In our experiments,
we asked the LLM to answer a question from the DVARA assessment framework (see Section 2.1) based

2By formal methods, we mean both formal verification and automated software testing under formal methods



on information from a pdf report on the Samagra system [14]. The question was answered in three
separate GPT 4 conversations and the summarisation was also performed in a separate conversation.

For example, for a question “Can citizens, government officials and last mile delivery agents login to the
portal?” the LLM produced two correct answers, however, one of the answers stated that the document
did not contain the required information. The summarisation step resulted in a correct output listing
the identified functionalities. Other examples include all three answers agreeing but also cases where
the answers provided a wide spread information. This is similar to the parameters such as subjectivity
and difficulty of a crowdsourcing task which may be correlated with the high variation in the produced
answers [15]. We aim to investigate how other techniques from the collective intelligence domain may
be applied or inspire quality assurance mechanisms in the LLM-based pipelines.

3.2. Using LLMs to Enable Formal Method Analysis at Scale

Specifications entailing non-functional requirements (NFRs) often appear as abstract specifications.
For example, a security requiremenment might be expressed as “Resources once deleted should not be
available for viewing anymore”. In order to be applicable for specific application, abstract specifications
must be translated into concrete specifications. For example, when a candidate revokes or cancels an
application in an academic admission system, it should no longer be accessible for viewing by anyone.

Finally, such concrete, but informal, specifications can be translated into formal specifications. For
example, consider a formal specification, written in a notation that borrows from Z [16] and design by
contract [17] notations, of an API functionality of the deleteApplication and viewApplication methods:

DeleteApplicationOK

Precondition (𝑡 ↦ 𝑢) ∈ 𝑇, 𝑢 ∈ 𝐴𝑑𝑚 ∨ 𝑎 ∈ 𝐴[𝑢]
API deleteApplication(𝑡, 𝑎) →

𝐻𝑡𝑡𝑝𝑂𝐾
Postcondition ∄𝑐 ∈ 𝐶 ∶ 𝑎 ∈ 𝐴[𝑐]

ViewApplicationErr1

Precondition ∄𝑐 ∈ 𝐶 ∶ 𝑎 ∈ 𝐴[𝑐]
API viewApplication(_, 𝑎) →

𝐻𝑡𝑡𝑝𝑁 𝑜𝑡𝐹𝑜𝑢𝑛𝑑
Postcondition _

The delete application API action is associated with precondition of presenting an active session
token 𝑡 belonging to user 𝑢with admin privileges (𝑢 ∈ 𝐴𝑑𝑚) and an application ID belonging to the same
user (𝑎 ∈ 𝐴[𝑢]). The postcondition of the delete action states that there should be no candidates in the
database such that 𝑎 is among its application IDs (∄𝑐 ∈ 𝐶 ∶ 𝑎 ∈ 𝐴[𝑐]). The action of attempting to view
previously deleted application is described with the precondition stating if ID 𝑎 does not belong to any
current candidate 𝑐 (∄𝑐 ∈ 𝐶 ∶ 𝑎 ∈ 𝐴[𝑐]), the API call should return error 𝐻𝑡𝑡𝑝𝑁 𝑜𝑡𝐹𝑜𝑢𝑛𝑑. Postcondition
specifies there is no important change in the application state (shown as _). While such specifications
are difficult to read by humans, they are ideal for formal verification and test generation. We are
currently working on a platform that can generate automated tests from such specifications.

For example, consider a test to check whether a deleted application can be viewed:

r1 := deleteApplication('t1', 'a1')
assert(r1 = HttpOK)
r2 := viewApplication('t1', 'a1')
assert(r1 = HttpNotFound)

We argue that an LLMpipelinewith access to contextual information about the application (e.g., source
code, technical documentation) could help with creation of both concrete and formal specifications.
This could be achieved through the utilization of Retrieval-Augmented Generation (RAG) mechanism
[18] which allows LLMs to intelligently retrieve information from external databases to generate
contextually relevant output. Furthermore, we also aim to investigate how the logical properties of the
target specification language could be exploited to verify the validity of the generated LLM results.
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