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Abstract 
The paper considers the formulation of the problem of ensuring the survivability of the information system 
in the presence of harmful external influences. The main factors affecting survivability are identified, such 
as the level of information security and the level of cyber security. The possible structure of the vector 
criterion of survivability, which is based on indicators of the level of information security according to the 
security profiles of the information system: integrity, availability, and confidentiality, is analyzed. 
Considered ways of transition from a multi-criteria optimization problem to a single-criteria one: the 
method of transformation of criteria into constraints and the method of scalarization of a vector criterion. 
The method of scalarization of the vector criterion using scalar convolutions was chosen as the main 
method of transition to a single-criteria optimization problem. It was determined that additive convolution 
was the most widespread in scalarization problems. For the use in one convolution of criteria that may 
differ in physical nature, approaches were considered for the normalization of information security level 
values according to security profiles and the normalization of the corresponding weighting factors. An 
information security level assessment model based on additive convolution was created for the scenario 
when all component indicators and weighting factors dynamically change according to periodic laws. The 
simulation result shows the dynamics of changes in the general level of information security, which directly 
affects the level of survivability of the information system. It is shown that the obtained result is not trivial 
and the model is practically useful. The simulation model was created using the MatLab algorithmic 
language. 
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1. Introduction 
Digital technologies permeate all spheres of society. A large 
number of industries can no longer exist without computer 
support. Digital systems facilitate and speed up many 
processes of people’s activities. But digital accessibility, at 
the same time, facilitates the implementation of harmful 
effects on information systems. This reduces the 
survivability of information systems. Survivability is the 
ability of an information system to maintain its performance 
in conditions of harmful effects on the information system. 
One of the most common types of impacts on the 
survivability of information systems is impacts on 
information security, in particular its component—cyber 
security. Ensuring survivability is relevant for information 
systems at all levels: personal, corporate, state, and global. 
Ensuring the viability of information systems that process 
any state and community information [1], public and 
private sector enterprises [2], scientific and educational 
information [3, 4], as well as the personal information of 
citizens of Ukraine and citizens of Ukraine’s partner 
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countries is urgent. This is evidenced by the analysis of the 
main trends regarding the state of cyber security in the 
world [5]. This question became especially relevant in the 
conditions of the full-scale war of the Russian Federation 
against Ukraine. 

Unfortunately, any use of information protection leads 
to a decrease in performance. That is, the protection systems 
themselves, in a certain sense, are also a threat to the 
efficiency, that is, to the survivability of the system. A 
certain balance is required between the level of protection 
and the functionality of the information system. For this, it 
is necessary to optimize information protection according 
to all information protection profiles: integrity, 
confidentiality, and availability. That is, it is necessary to 
solve a multi-criteria problem, according to at least three 
criteria. Others can be added to these criteria directly related 
to safety and survivability, for example, minimum time to 
identify hazards, minimum time to create a security system, 
minimum costs for security, etc. One of the effective ways 
to solve multicriteria problems is to reduce them to single 
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criteria using scalar convolutions, among which additive 
convolutions are the most common. 

2. Analysis of existing studies 
Usually, the costs of information protection correlate with 
the costs of information technologies that need protection. 
The best global practices operate with information 
protection costs in the range of 10–20% of the company’s 
information technology costs [6]. When making decisions 
about the specific amount (or share of costs) for information 
protection, the scale of the information system, the range of 
tasks it processes, the mode of operation, the quantitative 
and qualitative indicators of personnel, users, requirements 
for system performance, etc., must be taken into account. 
Issues of resource optimization are discussed in [7]. In the 
conditions of war, special attention should be paid to 
possible malicious influences. This component is currently 
poorly developed and does not have adequate models of 
malicious influences of a military nature, which would help 
model the situation to find the best protection solution. 

General approaches to creating models that allow 
predicting the consequences of management decisions and 
finding optimal solutions are considered in [8, 9]. Models 
based on additive convolutions are presented in [8–10]. 
Dynamic models of information security based on an 
epidemiological approach are considered in [11]. However, 
these approaches do not cover all aspects of survivability, 
including information security. More complex approaches 
are presented in [12, 13]. In work [12], the model of cyber 
protection in the information system of the situational 
center is considered. In work [13], dynamic models of the 
state of cyber security based on the assessment of the 
guarantee capability of automated information systems of 
critical infrastructure objects are considered. Ensuring the 
cyber security of critical infrastructure facilities today in the 
conditions of war in Ukraine is one of the main tasks. In 
[14], a general analysis of the danger of cybernetic attacks 
on critical infrastructure is performed. Regulatory aspects 
of ensuring the information security of critical 
infrastructure objects are considered in [15]. Approaches to 
cyber protection of critical infrastructure based on 
integrated systems at the national level are studied in [16]. 
The issue of protecting critical infrastructure objects from 
cyber-attacks by decentralizing telecommunication 
networks is discussed in [17]. The advantage of works [13–
17] is the systematic study of the issue. The disadvantage is 
the concentration on the features of critical infrastructure 
objects only. The situation requires universal approaches 
that could ensure the survivability of information systems 
within the framework of Ukraine’s digital transformation. 

General approaches to information security and cyber 
security management are considered in [18, 19]. More 
specific methodical approaches of NIST standards for 
assessing and ensuring cyber security in the creation of 
electronic government are considered in [20]. Targeted 
management is possible only if there are metrics and 
methods for evaluating the state of the process. Approaches 
to assessing the level of information security in distributed 
wireless systems are considered in [21]. Methods of 
assessing the level of security of communication systems 
against cyber-attacks are studied in [22]. Approaches to the 

audit of information infrastructure are presented in [23]. 
Approaches to assessing information security risks are studied 
in [24, 25]. Methodical approaches to the creation and 
implementation of complex cybersecurity programs are 
presented in [26]. Approaches to assessing information security 
risks and creating information security systems are presented 
in [27, 28]. Unfortunately, in works [18–28] we did not receive 
the appropriate development of the model based on additive 
convolutions, which reduced the possibilities of numerically 
taking into account all the necessary representative factors, in 
particular, and not only safety factors. 

3. The purpose of the work  
and optimality criteria 

The purpose of the work is the development of models and 
methods for optimizing information protection according to 
many criteria by reducing multi-criteria problems to single-
criteria ones using scalar additive convolutions. 

On the way to the set goal, it is necessary to take into 
account the fact that on the scale of the organization, costs 
for information technology and costs for information 
protection exist within the framework of a single budget. 
The problem arises of its optimal distribution between 
functionality and protection on two levels: 

1. At the stage of creation of defense systems and 
information systems in general by establishing the 
share of defense funding within the general budget. 

2. During operation, the computing resource of the 
information system is between tasks of basic 
functionality and tasks of information protection. 
This is done by choosing the mode of operation of 
the protection system (setting the degree of 
protection of the information system) by the 
security scenario of the information system [7]. 

At the strategic level, certain types of resources can be 
the governing parameters that determine the level of 
survivability, in particular, information system protection: 
𝑅஻ ௌ௬௦ is a resource spent on creating an information 

system, 𝑅஻ ௌ௘௖ is a resource spent on creating an 
information protection system, 𝑅ௐ ி௨௡ is an information 
resource spent on the main functions of the system, 𝑅ௐ ௌ௘௖ 
is an information resource spent on information protection. 

The main quality criteria, according to which 
information protection optimization should be performed, 
are as follows: 𝐼ଵ = 𝐼ௌ௘௖  is level of information security, 𝐼ଶ =

𝐼ி௨௡—the level of ensuring system functionality, 𝐼ଷ = 𝐼௉௥ ஻ 
is the level of budget savings in the creation of information 
technologies, 𝐼ସ = 𝐼௉௥ ௐ is the level of budget savings when 
using information technologies. 

On the one hand, the given list of criteria can be 
expanded with other criteria by the situation and 
clarification of the problem statement. On the other hand, 
the given criteria can be a collapse of more detailed 
additional criteria. For example, the information security 
level criterion may consist of the following subcriteria: 
𝐼ଵଵ = 𝐼ଵ ூ௡௧ is ensuring information security according to 
the integrity profile (Integrity), 𝐼ଵଶ = 𝐼ଵ ஺௩௔ is ensuring 
information security according to the availability profile 
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(Availability), 𝐼ଵଷ = 𝐼ଵ ஼௢௡ is ensuring information security 
according to the confidentiality profile (Confidentiality). 

As you can see, a two-level hierarchy of quality criteria 
of the optimization process is formed. However, the number 
of levels of the hierarchy of criteria can be greater. For 
example, the integrity criterion may contain the following 
components: 𝐼ଵଵଵ = 𝐼ଵଵ ௉௛௬ is the level of ensuring data 
integrity at the physical level (physical destruction of the 
information carrier), 𝐼ଵଵଶ = 𝐼ଵଵ ௉௥௚ is the level of ensuring 
data integrity at the program level (program erasure of 
information), 𝐼ଵଵଷ = 𝐼ଵଵ ி஺் is data integrity level at the 
addressing level (destruction of the FAT file location table). 

The number of levels of the hierarchy of quality criteria 
is determined according to the statement of the problem. 

As you can see, many of the criteria are contradictory. 
Most of the criteria cannot be nested in a complementary 
hierarchy, such as a situation where improving the integrity 
criterion can simultaneously improve the performance of 
the availability criterion. In most cases, the situation is 
different. For example, the minimum time criterion is 
contradictory to the minimum cost criterion. Because if you 
need to speed up the execution of the task, then you need to 
spend more resources on its implementation (more funding, 
more equipment, more personnel). 

4. Transition to a single-criteria 
problem by the method of 
replacing criteria with restrictions 

It is precisely because of the inconsistency of the criteria 
that multi-criteria optimization problems have great 
difficulties in solving them. To solve the problem, multi-
criteria problems are converted to single-criteria problems. 
The main methods of transition to single-criteria problems 
are the following: replacing criteria with restrictions and 
convolution of criteria. 

Replacing part of the criteria with restrictions. For 
example, the minimum time criterion 

𝐼௧ = 𝑡௠௔௫ → 𝑚𝑖𝑛 (1) 
can be replaced by a limitation—to spend no more than a 
certain time on execution 

𝑡௠௔௫ ≤ 𝑡ଵ. (2) 
Or the minimum cost criterion 

𝐼௠ = 𝑚௠௔௫ → 𝑚𝑖𝑛 (3) 
replace with restrictions—spend no more than a given 
amount of money on the project 

𝑚௠௔௫ ≤ 𝑚ଵ. (4) 
Usually, all criteria except one, the most uncertain, the most 

variable, or the most important, are turned into constraints. 
After that, a solution to the single-criteria optimization problem 
is found, taking into account the constraints. 

For example, the task of minimizing time, finances and 
simultaneously maximizing the effect 

Task 1. 
𝐼௧ = 𝑡௠௔௫ → 𝑚𝑖𝑛,   𝐼௠ = 𝑚௠௔௫ → 𝑚𝑖𝑛, 

𝐼௘ = 𝑒௠௔௫ → 𝑚𝑎𝑥 
(5) 

can be transformed into one of the following problems with 
constraint. 

Task 2.1. 
𝐼௧ = 𝑡௠௔௫ → 𝑚𝑖𝑛, 𝑚௠௔௫ ≤ 𝑚ଵ, 𝑒௠௜௡ ≥ 𝑒ଵ. (6) 

Task 2.2. 
𝑡௠௔௫ ≤ 𝑡ଵ, 𝐼௠ = 𝑚௠௔௫ → 𝑚𝑖𝑛, 𝑒௠௜௡ ≥ 𝑒ଵ. (7) 
Task 2.3. 

𝑡௠௔௫ ≤ 𝑡ଵ, 𝑚௠௔௫ ≤ 𝑚ଵ, 𝐼௘ = 𝑒௠௔௫ → 𝑚𝑎𝑥. (8) 
Unfortunately, it is not always clear which problem 2.1, 

2.2, or 2.3 is the most adequate to the primary formulation 
of problem 1. Secondly, this transformation of the problem 
is not always adequate in principle. Such a transformation 
occurs relatively easily if the importance of one criterion is 
much higher than the importance of others. If all criteria 
have approximately the same importance or the importance 
changes over time, then such a transformation of the 
problem statement may not be sufficiently justified. 

5. Transition to a single-criterion 
problem by the method of scalar 
convolution 

In such cases, another approach can be used—criteria 
convolution (or vector criterion scalarization). At the same 
time, it is worth remembering that for the criteria to be used 
together in a single calculation procedure, they must be 
normalized, that is, brought to a single scale of values. In 
this case, it will be possible to build a general dependency 
to determine the assessment of the level of information 
security of the information system as a whole 

𝐼ଵ = 𝑓ଵ(𝐼ଵଵ, 𝐼ଵଶ, 𝐼ଵଷ).  (9) 
A similar dependency can be used at the next level 

𝐼ଵଵ = 𝑓ଵଵ(𝐼ଵଵଵ , 𝐼ଵଵଶ, 𝐼ଵଵଷ). (10) 
An additive convolution can be used as a function 𝑓 [8–10] 

𝐼௜ = ෍ 𝐼௜௝

௡

௝ୀଵ

. (11) 

Here 𝑗 is the index of constituent elements at the 𝑖th level 
of the hierarchy, 𝑛 is the number of constituent elements at 
the 𝑖th level of the hierarchy, 𝐼௜௝ is the criterion of the lower 

level of the hierarchy (component of the vector criterion), 𝐼௜ 
is the criterion of the upper level of the hierarchy (scalarized 
criterion). 

Additive (or it is also called linear) convolution is the 
most widespread type of scalar convolution. It is called 
scalar because it allows us to move from multi-criteria 
optimization (when we have a multi-dimensional vector of 
criteria) to single-criteria when the optimization criterion is 
represented by a scalar value. Additive convolution 
collapses the set of criteria 𝐼௜௝ to one scalar criterion 𝐼௜ . Next, 
to simplify the study, we will consider the features of scalar 
convolutions on the example of a one-level convolution 

𝐼 = ෍ 𝑦௜ .

௡

௜ୀଵ

 (12) 

Here 𝑖 is the serial number of a separate criterion, 𝑛 is 
the total number of criteria, 𝑦௜ is the component of the 
collapsing vector criterion, 𝐼 is a scalar criterion resulting 
from the convolution. 

It is worth noting that the 𝑦௜ criteria have different 
importance. Therefore, weight coefficients 𝛽௜  are usually used, 
which determine the importance of the relevant criteria 

𝐼 = ෍ 𝛽௜ 𝑦௜ .

௡

௜ୀଵ

 (13) 
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Weighting factors are determined expertly based on 
experience and according to the scenario under 
consideration. The fact is that different scenarios targeted 
by the optimization task can have different sets of weighting 
factors. This should be taken into account when preparing 
assessments by experts. It would be better to determine the 
values of the weighting factors based on more objective 
data. However, this requires a clear mathematical 
procedure, which is usually simply absent at the initial 
stages of research. Expert assessment in such a case is a 
quick decision, which, regardless of its inaccuracy in details, 
gives a good assessment in general. That is, with the help of 
expert evaluation, it is possible to determine the value of the 
weighting coefficients at a level that allows you to 
adequately find a scalar criterion based on several known 
constituent criteria. But that’s not all. 

6. Normalization of scalar 
convolution 

For various components of quality criteria to work together, 
they must be normalized. For example, so that they all have 
values in the same range of values. Most often, the range 
from 0 to 1 is used as such a range. Then, if the non-
normalized values of individual criteria were equal to 𝑦௜ , 
and the maximum possible value of the corresponding 
criterion is equal to 𝑦௠௔௫ ௜ , then the normalized value of the 
criterion will be equal to 

𝑦ത௜ =
𝑦௜

𝑦௠௔௫ ௜
. (14) 

The weighting coefficients also need to be normalized. 
For this, their values are selected in such a way that they 
add up to unity. 

෍ 𝛽௜ = 1.

௡

௜ୀଵ

 (15) 

In this case, the result of scalarization will also be in the 
range from 0 to 1, which significantly simplifies the analysis 
of the situation for criteria that have a different physical 
(content) nature. If the sum of the weighting coefficients is 
not equal to one 

෍ 𝛽௜ ≠ 1,

௡

௜ୀଵ

 (16) 

then they should be normalized. The following calculation 
procedure can be used to normalize the weighting factors 

𝛽̅௜ =
𝛽௜

∑ 𝛽௜ .
௡
௜ୀଵ

. (17) 

As a result, the additive convolution with normalized 
component criteria 𝑦ത௜ , which are convoluted with 
normalized weight coefficients 𝛽̅௜  will take the form 

𝐼 = ෍ 𝛽̅௜ 𝑦ത௜ .

௡

௜ୀଵ

 (18) 

Now all the constituent criteria are in equal conditions 
and the result of scalarization can be considered as adequate 
as possible. 

7. Modeling of assessment of the 
level of information security 

With the help of the given formalisms regarding the 
normalization of weighting factors and quality criteria, we 
will build a model of the level of information security, which 
includes components according to the profiles of integrity, 
availability, and confidentiality. Let’s introduce the notation 
for the weighting coefficients. 

𝛽ଵଵ = 𝛽ଵ ூ௡௧—the weighting factor for ensuring 
information security according to the Integrity profile. 

𝛽ଵଶ = 𝛽ଵ ஺௩௔—the weighting factor for ensuring 
information security according to the availability profile 
(Availability). 

𝛽ଵଷ = 𝛽ଵ ஼௢௡—the weighting factor for ensuring 
information security according to the confidentiality profile 
(Confidentiality). 

The values of the weighting factors change depending 
on the scenario of the most likely development of events. 
For example, weighting factors will differ significantly in 
peacetime and wartime conditions. Thus, the change in 
weighting factors may depend on the intensity of the 
competitive environment and the change in the regulatory 
framework. At the same time, it should be noted that the 
weighting factors may change periodically depending on 
the time of day, day of the week, month of the year, or 
frequency of events in the business environment. To check 
the operability of the model of additive convolution of 
information security levels according to security profiles, 
we will introduce periodic changes in the weighting 
coefficients according to the profiles of integrity 𝛽ଵଵ and 
availability 𝛽ଵଶ . Since the sum of the normalized weighting 
factors must be equal to one, the weighting factor for the 
privacy profile 𝛽ଵଷ can be found in the expression 

𝛽ଵଷ = 1 − 𝛽ଵଵ − 𝛽ଵଶ. (19) 
The dynamics of changes over time in the values of the 

weighting coefficients of the importance of protection 
according to the profiles of integrity 𝛽ଵଵ, availability 𝛽ଵଶ and 
confidentiality 𝛽ଵଷ are presented in Fig. 1. The corresponding 
phase trajectories in two-dimensional space are presented in 
Fig. 2, Fig. 3, in three-dimensional space in Fig. 4. 

 
Figure 1: The dynamics of changes over time in the values 
of the weighting coefficients of the importance of protection 
according to the profiles of integrity 𝛽ଵଵ, availability 𝛽ଵଶ and 
confidentiality 𝛽ଵଷ 

1
i
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Figure 2: Two-dimensional phase trajectory of the change 
in the weighting coefficients of the importance of protection 
according to the profiles of integrity 𝛽ଵଵ and availability 𝛽ଵଶ 

 
Figure 3: Two-dimensional phase trajectory of the change in 
weighting coefficients of the importance of protection 
according to the profiles of integrity 𝛽ଵଵ and confidentiality 𝛽ଵଷ 

 
Figure 4: Three-dimensional phase trajectory of the change 
of weighting coefficients of the importance of protection 
according to the profiles of integrity 𝛽ଵଵ, availability 𝛽ଵଶ and 
confidentiality 𝛽ଵଷ 

We will present the information security level model as follows 

𝐼ଵ = ෍ 𝛽ଵ௝𝐼ଵ௝

ଷ

௝ୀଵ

. (20) 

Here 𝛽ଵଵ ,  𝐼ଵଵ—weight factor and level of ensuring 
information security according to the integrity profile, 𝛽ଵଶ,

𝐼ଵଶ—weight factor and level of ensuring information 
security according to the availability profile, 𝛽ଵଷ, 𝐼ଵଷ—the 
weighting factor and the level of ensuring information 
security according to the confidentiality profile. At the same 
time, we take into account that all the specified values 
change over time and depending on the information risk 
scenario. That is, the refined model takes the form 

𝐼ଵ(𝑡) = ෍ 𝛽ଵ௝(𝑡) 𝐼ଵ௝(𝑡)

ଷ

௝ୀଵ

. (21) 

If the values of the levels of ensuring information 
security according to the security profiles of integrity, 
availability, and confidentiality do not change over time and 
are equal to each other (Fig. 5) 

 𝐼ଵଵ =  𝐼ଵଶ =  𝐼ଵଷ, (22) 
then the resulting level of ensuring information security 
𝐼ଵ(𝑡) also does not change over time (Fig. 6) without 
referring to the significant dynamics of changes in 
weighting factors (Fig. 1). 

 
Figure 5: Values of information security levels according to 
the profiles of integrity 𝐼ଵଵ, availability 𝐼ଵଶ and 
confidentiality 𝐼ଵଷ, provided that the specified security levels 
are equal 

 
Figure 6: The dynamics of changes in the resulting level of 
information security ensuring 𝐼ଵ under the condition of 
equality of components according to the profiles of integrity 
𝐼ଵଵ, availability 𝐼ଵଶ and confidentiality 𝐼ଵଷ 
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A completely different picture is observed if the values of 
the levels of ensuring information security according to the 
profiles of integrity 𝐼ଵଵ, availability 𝐼ଵଶ and confidentiality 
𝐼ଵଷ change dynamically over time (Fig. 7). In this case, the 
resulting level of information security becomes 
unpredictable, which increases the urgency of developing 
appropriate forecast models (Fig. 8). The proposed model, 
without resorting to formal simplicity, adequately takes into 
account important components of primary information. 
This makes it possible to obtain a forecast of the dynamics 
of the level of information security development, predict the 
consequences of management decisions, and select the 
optimal options for managing the information security of 
information systems based on various criteria. 

 
Figure 7: Values of information security levels according to 
profiles of integrity 𝐼ଵଵ, availability 𝐼ଵଶ and confidentiality 
𝐼ଵଷ, subject to dynamic change over time of the specified 
security levels 

 
Figure 8: The dynamics of changes in the resulting level of 
information security ensuring 𝐼ଵ under the condition of the 
dynamic change over time of the components according to 
the profiles of integrity 𝐼ଵଵ, availability 𝐼ଵଶ and 
confidentiality 𝐼ଵଷ 

The problem remains to provide the model with 
representative input data regarding the values of the 
criteria. Here you can rely on data from objective 
observations (direct, indirect, aggregated, etc.) or, just as in 
the case of weighting coefficients, on data from expert 
assessments. 

8. Conclusions 
The creation of an effective information protection system 
requires determining the correct balance between expenses 
for protection and the functioning of the system. 

Decisions regarding the optimization of protection 
should be made both for the stage of creating an information 
system and for the stage of its operation. 

Quality criteria for information security should form a 
certain structure, one of which options is a hierarchical 
structure. 

The study is planned to maximize the level of 
information protection according to a set of different 
criteria: integrity, confidentiality, availability, minimum 
time to detect danger, minimum resources, and minimum 
time to create an information security system. 

Solving a multi-criteria optimization problem is a big 
problem. To simplify the decision, it was decided to reduce 
the multi-criteria problem to a single-criteria one. 

The scalarization of quality criteria using additive 
convolution is adopted as the main method of transition to 
a single-criteria problem. 

To simplify the processing of criteria that have different 
physical nature, individual criteria were normalized and 
weighting factors were normalized. 

The directions of further research are the construction 
of a complete structure of quality criteria for all security 
profiles, as well as the approbation of the proposed 
approach based on simplified data of a real system 
containing the personal data of users. 
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