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Abstract
This paper addresses the challenge of assessing and enhancing the factual accuracy of texts generated
by large language models (LLMs). Existing methods often rely on self-reflection or external knowledge
sources, validating statements individually and rigidly, thus missing a holistic view. We propose a novel
approach utilizing a comprehensive knowledge graph (KG), such as Wikidata, to assess and improve the
factuality of generated texts. Our method dynamically retrieves and integrates relevant facts during the
assessment process, providing a more interconnected and accurate evaluation. Integrating KG with LLM
capabilities enhances the overall factual integrity, leading to more reliable AI-generated content. Our
results demonstrate improvements in factual accuracy, highlighting the effectiveness of our approach.
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1. Introduction and Background

The rapid advancements in large language models (LLMs) have transformed natural language
processing, enabling these models to understand and generate human-like text with remarkable
accuracy. Despite their impressive capabilities, assessing and enhancing the factual accuracy
of texts produced by LLMs remains a significant challenge. Texts generated by these models,
including popular applications like ChatGPT, can contain inaccuracies and misinformation,
posing risks to users who might accept generated content as factual without verification. This
problem underscores the need for robust methods to assess and improve the factuality of texts
produced by generative models. Existing approaches to address this issue rely on either LLMs’
self-reflection or external knowledge sources like knowledge graphs (KGs)[1, 2, 3, 4, 5, 6, 7, 8, 9,
10]. Self-reflection is restrictive as it lacks an ultimate source of truth and depends on the LLMs’
inherent knowledge. External knowledge methods validate individual statements, which limits
their effectiveness due to a local perspective and rigid matching processes during the entity
linking or predicate alignment phase.

To overcome these limitations, we propose a novel approach using a comprehensive knowl-
edge graph, such as Wikidata [11], to assess and enhance the factual accuracy of texts generated
by LLMs. The enhancer agent integrates a general-purpose KG with LLM capabilities for
named entity recognition and fact extraction, using an LLM encoder and vectorization for soft
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Figure 1: The overall architecture of our Factum Graph Enhancer.

alignment between text and KG facts, and then uses the relevant extracted facts to improve
the original text. This process improves the factual accuracy of texts, including human and
LLM-generated texts, ensuring they align with verified facts and real-world knowledge. The key
contributions are: i. Integration of a general-purpose KG with LLMs for enhanced fact-checking.
ii. Use of soft matching mechanisms based on LLM encoder for better text and KG fact align-
ment. iii. Development of a dynamic and iterative process for continuous text assessment and
improvement.

2. Factum Graph Enhancer

Our proposed system, Factum Graph Enhancer (Fig. 1), begins its process after the initial
response to a user query is generated by the Gemma LLM [12]. While the generation of
the initial response is not part of our system, our diagram starts from this point. The initial
response is assessed against a knowledge graph, such as Wikidata, through entity recognition
and relation extraction to identify relevant entities and link them to their corresponding URIs.
Using embedding similarity, we approximate the factual accuracy of these extracted facts by
comparing them with triples retrieved from the KG. Following the assessment, relevant facts
from the KG are selected and used to enrich the original response. This enriched response is
then returned to the user, ensuring improved factual accuracy and relevance through evaluation
and enhancement stages. Fig. 2 demonstrates an example of how an LLM-generated response



Figure 2: An example of how our Factum Graph Enhancer would enhance an LLM-generated response.

can be enriched.
Evaluating Text Based on the Knowledge Graph: We leverage Gemma LLM decoder [12]

to extract entities from the initial response due to the zero-shot learning prompt. We use prompt
engineering to extract entities from the text in the Python list format to achieve this. Using
the extracted entities, we then leverage Gemma LLM to extract (subject, predicate, object)
triples from the original response in markdown table format. We utilize the Wikidata REST
API [13] to fetch the URI for each entity that appears as a subject in one of the extracted triples.
Next, we use the Wikidata knowledge base to evaluate the degree of truthfulness of each fact
extracted from the response by a soft matching mechanism. For each triple (𝑠𝑖, 𝑝𝑖, 𝑜𝑖) ∈ 𝐹
extracted from the text, we perform a SPARQL query to retrieve triples with 𝑠𝑖 in the subject
position. We call this set 𝑅(𝑠𝑖). To reduce the complexity of selecting the most relevant triple,
we first take the cosine similarity between the Sentence-BERT [14] embeddings of 𝑝𝑖 and the
predicate in each triple retrieved from the SPARQL query and select the three predicates from
the retrieved set that produce the highest cosine similarity scores. We filter SPARQL results to
the set of triples containing one of the top three predicates, then calculate the cosine similarity
between the concatenated 𝑝𝑖 and 𝑜𝑖 string and the corresponding predicate and object string
for each retrieved triple (𝑠𝑖, 𝑝𝑟, 𝑜𝑟). We take the highest of those cosine similarity values as
the evaluation score of the extracted triple and also take the corresponding retrieved fact to be
used for correction. To calculate the Factuality Degree (FD) for the entire response, we sum the



evaluation scores of the extracted triples and divide them by the number of facts extracted.

𝐹𝐷 =

∑︀
(𝑠𝑖,𝑝𝑖,𝑜𝑖)∈𝐹 max(𝑠𝑖,𝑝𝑟,𝑜𝑟)∈𝑅(𝑠𝑖) sim(emb(concat(𝑝𝑖, 𝑜𝑖)), emb(concat(𝑝𝑟, 𝑜𝑟)))

|𝐹 |
(1)

Enhancing the LLM output using LLM and relevant facts from the KG: We enhance
the LLM output by considering entities involved in the selected facts from the previous section,
which have the highest similarity, along with other linked entities in the text. We construct
a set of linked entities from Wikidata and use SPARQL to retrieve all facts in Wikidata that
have these entities as their subjects. This extensive set of retrieved facts forms our fetched
KG, which we filter using a two-stage method. First, we consider all predicates in the fetched
KG and find the similarity between each predicate and the vector representation of the entire
original text, selecting the top 𝑛 predicates. We then prune the KG to keep only the facts with
these selected predicates. In the second stage, we calculate the cosine similarity between the
vector representation of each fact (as a textual statement) and the original text, selecting the top
𝑚 facts, in our experiment 𝑛 = 5 and 𝑚 = 5. Using cosine similarity to compare each retrieved
KG fact and the original text ensures that less interesting KG facts would produce lower cosine
similarity scores and get filtered out. Finally, we prompt our LLM decoder to use these selected
facts to enrich the original text if they are relevant and helpful.

3. Experiments and Conclusion

A GitHub repository for this experiment is available1. For our experiments, we used a set of 35
questions from the WikiQA dataset [15]. We generated initial responses using Gemma LLM,
assessed their factual accuracy, enriched the responses with relevant facts from a knowledge
graph, and then reassessed them. The results showed an improvement in factual accuracy when
using our Factum Graph Enhancer framework, with the FD score increasing from 0.260 with
pure Gemma to 0.326 with Factum.

For example, in Fig. 2, the initial LLM response to the query "Where is Loxahatchee FL at?"
includes the country (United States) and the region (Gulf Coast) Loxahatchee is located in. When
the relevant KG facts were retrieved during the first evaluation stage, a relationship between
Loxahatchee and Palm Beach County was identified. Hence, Palm Beach County was included in
the extended entity set, allowing the triple (Loxahatchee, located in the administrative territorial
entity, Palm Beach County) to be included in the enrichment set. The additional triples and the
original response are then fed to the LLM to generate the enriching response. Consequently, the
enriching LLM response includes the county Loxahatchee is located in (Palm Beach County), in
addition to the existing information from the original response. This process demonstrates the
effectiveness of our framework in enhancing the factual accuracy of LLM-generated text.

This enhancement underscores the potential of integrating knowledge graphs with LLMs to
create more reliable and accurate AI-generated content. Future work will focus on expanding
the dataset to include various questions and domains. Additionally, we plan to investigate the
integration of other knowledge bases and vectorization methods, and the application of this
framework in real-world scenarios to validate its effectiveness and scalability.
1https://github.com/lindakwan/factum-graph-enhancer
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