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Abstract

Recently, there has been an increasing interest in the construction of general-domain and domain-
specific causal knowledge graphs. Such knowledge graphs enable reasoning for causal analysis and event
prediction, and so have a range of applications across different domains. While great progress has been
made toward automated construction of causal knowledge graphs, the evaluation of such solutions has
either focused on low-level tasks (e.g., cause-effect phrase extraction) or on ad hoc evaluation data and
small manual evaluations. In this work, we present a corpus, task, and evaluation framework for causal
knowledge graph construction. Our corpus consists of Wikipedia articles for a collection of event-related
concepts in Wikidata. The task is to extract causal relations between event concepts from the corpus.
The evaluation is performed in part using existing causal relations in Wikidata to measure recall, and
in part using Large Language Models to avoid the need for manual or crowd-sourced evaluation. We
evaluate a pipeline for causal knowledge graph construction that relies on neural models for question
answering and concept linking, and show how the corpus and the evaluation framework allow us to
effectively find the right model for each task.

Corpus: https://doi.org/10.5281/zenodo.7897996

Evaluation Framework: https://github.com/IBM/wikicausal
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1. Introduction

Extracting and representing causal knowledge has been a topic of extensive research, with
applications in decision support and event forecasting in a variety of domains such as so-
ciopolitical event forecasting [1, 2, 3, 4], enterprise risk management and finance [5, 6, 7], and
healthcare [8, 9, 10]. One way to derive causal knowledge is by using observations in the form
of structured data, and performing causal inference [11, 12]. An alternative is to extract causal
knowledge stated explicitly or implicitly in text documents. Such statements are abundant
across domains and applications in various forms, such as analyst reports, news articles, finan-
cial reports, medical documents, books, and scientific literature. As a result, there is a body
of research on extracting causal knowledge from text documents with the goal of turning the
knowledge into structured form for various retrieval, analysis, and reasoning tasks.

In this paper, we present a dataset and an evaluation framework for assessing the quality
of causal knowledge graphs extracted automatically from text documents. To the best of our
knowledge, this is the first evaluation framework that allows for measuring the quality of
end-to-end causal extraction solutions. Our target solutions are those that take textual corpora
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COVID-19 pandemic

From Wikipedia, the free encyclopedia

The pandemic has resulted in severe global, social and economic disruption,|including the Iargemce the Great Depression of the 1930s.%! It has led to widéspread supply
shortages exacerbated icultural disruption, aHowever, it has also caused temporary decreases in emissions of pollutants andGreenhouse gases. Numerous
educational institutions and public areas have been partially or fully closed, and many events have been cancelled or pos(poned. s Girculated through social media and mass
media, and political tensions have been exacerbated. The pandemic has raised issues of racial and geographic discrimination, health equity, wealth inequality and the balance between public health
imperatives and individual rights. (from: https:/en.wikipedia.org/wiki/COVID-19_pandemic)

instance of

Global recession (oss21685 recession (Qizsso

Figure 1: Examples of Event-Related Causal Knowledge in Wikidata and Wikipedia

as input, and produce a KG of causal relations among a set of concepts. Our dataset is curated
from event-related Wikipedia articles. The evaluation of recall is performed by measuring the
coverage of causal relations that are already in Wikidata, as the majority of such relations are
described in text in the associated Wikipedia articles. For the evaluation of precision, inspired
by a recent trend in the use of large language models (LLMs) in lieu of crowdsourcing [13, 14],
we devise a mechanism for automatically creating prompts and probing LLMs to measure the
accuracy of the cause-effect concept pairs in the output that is being evaluated. To show the
effectiveness of the evaluation framework, we use a modular causal knowledge extraction
pipeline to generate four versions of a Wikidata-based causal KG.

2. Task Definition and Use Cases

Our target task is as follows: given a corpus of text documents and a select set of concepts (e.g.,
from an existing KG), automatically generate a causal KG in which nodes are the given concepts,
and an edge between two concepts indicates a causal relation between the concepts. The select
concepts in the KGs could be either event-related classes, or instances of such classes. We
assume that no annotations or training data are available. That is, while we know what concept
each document is associated with, we do not have annotations of concepts or relations in the
corpus. Figure 1 shows a snippet of a document from our Wikipedia-based corpus, along with a
set of concepts from Wikidata. For this example, an application of the task defined above is to
augment and/or validate the available causal knowledge. This case can also arise in applications
such as healthcare or enterprise risk management, where part of the causal knowledge has
already been captured in a structured form. Another use case for this task is construction of a
domain-specific causal knowledge graph from a given corpus (e.g., analyst reports), with the
goal of facilitating automated reasoning and planning [7, 15].

3. Corpus Creation

Given our task definition, we curate a collection of text documents, each associated with an
event-related concept. We use Wikipedia as the source of our text documents and Wikidata
as our source of event-related concepts. The first step in curating our corpus is identifying a
set of event-related concepts in Wikidata. We do so by querying Wikidata for concepts that



have associated Wikinews articles. An associated Wikinews article implies that the article’s
topic is on a newsworthy event instance. We then find the set of all the classes of the retrieved
instances that are subclasses of class occurrence (Q1190554) to ensure that the chosen class is an
event class as some non-event classes also have links to Wikinews. We then further manually
verify each of the concepts and drop those that are not event-related. The next step is to retrieve
all the instances of the identified event-related classes in Wikidata. We then use the Wikipedia
“sitelinks” to collect the URL of all the associated English Wikipedia documents. We use the
list of URLs over a dump of English Wikipedia to retrieve the associated Wikipedia articles,
and process the contents of each article into plain text in addition to some meta-data about the
page such as section headlines, categories, and infoboxes. We store the outcome in the form of
a jsonl file, with each line being a JSON object containing the page contents, meta-data, and
associated event concept(s). The first version of the dataset contains 68,391 articles, associated
with a select set of 50 top-level event-related concepts in Wikidata.

4. Evaluation Framework

As with any automated knowledge graph construction task, we need to measure the quality
of the output both in terms of the number of causal relations expressed in text that have been
extracted (recall) and the number of extracted causal relations that are accurate (precision).
Given that manually extracting all the expressed causal relations over the corpus is not feasible,
our automated recall evaluation relies on existing causal relations in Wikidata. In the absence
of a complete knowledge graph for a given corpus, the standard way to evaluate the precision
of the extracted knowledge is manual evaluation. Manual evaluation, however, is tedious and
time-consuming, which limits the possibility of experimenting on a large scale with a wide
range of methods and parameters. Inspired by a recent trend in the use of large language models
(LLMs) as an alternative to crowd-sourcing and manual annotation [13, 14, 16], we devise a
mechanism to automatically create prompts for generative LLMs to evaluate the precision of the
extracted causal relations. This approach works well for our corpus and task since LLMs have
been exposed to the knowledge that is available on Wikipedia and Wikidata and are therefore
likely to perform very well in the verification of the extracted relations.

5. Experiments & Results

We have used the corpus and our evaluation framework to evaluate a causal knowledge extrac-
tion pipeline that relies on the extraction of cause-effect phrases and linking the outcome to
event concepts. As a part of our evaluation framework, in addition to the evaluation scripts
and the corpus, we have made the extracted knowledge graph outputs publicly available:
https://github.com/IBM/wikicausal/tree/main/data/extracted-kg as well as the results of our
evaluation: https://github.com/IBM/wikicausal/tree/main/results. Our goal is to engage the
community to extend the framework and perform a thorough evaluation of state-of-the-art KG
extraction solutions, particularly those that rely on Retrieval Augmented Generation (RAG) [17].
Further details regarding the framework, results, and some interesting lessons learned can be
found in the extended version of this work [18].
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