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Abstract
The ability to answer causal questions is important for any system that requires robust scene under-
standing. In this demonstration, we develop a prototype system that leverages our causal link prediction
framework, CausalLP. CausalLP framework uses a visual causal knowledge graph and associated knowl-
edge graph embedding for two visual causal question and answering tasks- (i) causal explanation and (ii)
causal prediction. In the live demonstration sessions, the participants will be invited to test the efficiency
and effectiveness of the system for visual causal question and answering.
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1. Introduction

Answering questions about scenes often requires knowledge of the causal relations between
events. As an example, consider a scene in which a yellow ball collides with a blue cylinder, as
depicted in Figure 1. Several questions may be asked about this collision event, including:

• Question: What is the cause of the collision? Answer: The red cube collides with the
yellow ball.

• Question: What is the effect of the collision? Answer: The blue cylinder moves.

The first question type is referred to as a causal explanation; i.e. what is the cause of an
event. The second question type is referred to as a causal prediction; i.e. what is the effect of an
event. The ability to answer these types of causal questions is important for any system that
requires robust scene understanding. In this demo, we will show how these types of questions
are answered with the Causal Link Prediction (CausalLP) framework [1]. The information about
objects and events occurring in the scene are represented in a knowledge graph (KG) along with
the their associated causal relation. The link prediction techniques are used to infer new causal
relations between events. These newly inferred causal links serve as answers to the explanation
and prediction questions.

Posters, Demos, and Industry Tracks at ISWC 2024, November 13–15, 2024, Baltimore, USA
⋆

You can use this document as the template for preparing your publication. We recommend using the latest version
of the ceurart style.

*Corresponding author.
$ ujaimini@email.sc.edu (U. Jaimini); cory.henson@us.bosch.com (C. Henson); amit@sc.edu (A. Sheth)
� 0000-0002-1168-0684 (U. Jaimini); 0000-0003-3875-3705 (C. Henson); 0000-0002-0021-5293 (A. Sheth)

© 2024 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).

CEUR
Workshop
Proceedings

ceur-ws.org
ISSN 1613-0073

CEUR
Workshop
Proceedings

ceur-ws.org
ISSN 1613-0073

mailto:ujaimini@email.sc.edu
mailto:cory.henson@us.bosch.com
mailto:amit@sc.edu
https://orcid.org/0000-0002-1168-0684
https://orcid.org/0000-0003-3875-3705
https://orcid.org/0000-0002-0021-5293
https://creativecommons.org/licenses/by/4.0


Figure 1: The center frame shows a video scene of a collision event, Event[T], between the yellow
ball and blue cylinder. To the left, Event[T-1], shows a prior collision event between the red cube and
yellow ball that caused Event[T]. To the right, Event[T+1], shows a subsequent event of the blue cylinder
moving that is caused by Event[T].

The recent work in event level visual causal questions and answering focuses on the task of
causal reasoning by discovering visual-linguistic causal patterns, temporal causal structures,
and object-level causal relationship between object and language semantics [2, 3, 4]. To the best
of our knowledge, the proposed CausalLP framework is the first attempt towards incorporating
weights between the events (i.e. weighted causal relations) with the knowledge graph embedding
(KGE) for visual causal question and answering.

2. Demonstration

The demonstration1 of CausalLP focuses on showcasing key functionalities along with the
benefits of using KG link prediction for the visual causal question and answering task [1]. This
approach is applied to the CLEVRER [5] and CLEVRER-Humans [6], visual causal reasoning
benchmark datasets to answer questions about video scenes with objects moving and interacting
in a simulated environment. These datasets contains over 1000 simulated video scenes, annotated
with information about the events, the participating objects, the causal relations between events,
and the weights for each relation (i.e. weighted causal relation). The CLEVRER-Humans dataset
provides information about the causal relations between events in the form of a Causal Event
Graph (CEG). A CEG is constructed for each video through human annotators working with
Mechanical Turk. For more information about the CLEVRER-Humans dataset, see [6].

Figure 2 shows an example with the interactive Python interface, where CausalLP is able to
answer causal explanation and causal prediction questions about an event in the video scene.
As shown in Figure 2 (A), the user can choose a target video in order to ask causal explanation
and causal prediction question. Figure 2 (B) lists the events that occur in the video. Figure 2
(C) shows how a user can ask an explanation question about an event and display the result,
such as What is the cause of the yellow ball hits the light blue cylinder. The event is caused by
a comeFrom event. Figure 2 (D) shows how a user can ask a prediction question for an event
and display the result, such as What is the effect of the gray ball enter from the left?. This event
causes a Hit event in subsequent frames.

To perform the question and answering task with CausalLP, two models were trained for the
explanation and prediction questions. The training and testing data were selected by splitting

1https://drive.google.com/file/d/1P3D3HIppZFsabsknLVq-4GwqLUciCcWQ/view?usp=sharing



Figure 2: Visual Causal Question and Answering demonstration system. In the window (A) the user
can choose a target video for causal explanation and causal prediction question. (B) lists the events that
occur in the video. (C), and (D) are causal explanation and causal prediction questions and answering
windows respectively.

the causal relations for each video scene based on their temporal positioning [1]. For the
explanation model, the first few events in each scene are removed from the training data and
only used for testing. For the prediction model, on the other hand, the final few events in each
scene are removed from the training data and used for testing. With this setup, the initial events
in each scene serve as answers to explanation questions while the final events serve as answers
to prediction questions. Evaluation results of the CausalLP approach with the CLEVRER and
CLEVRER-Humans datasets, as used in this demonstration, are promising. Using DistMult
alone to train the KGE, i.e. without weights, results in an MRR score of 0.37. On the other hand,
using DistMult together with FocusE, i.e. with weights, results in an MRR score of 0.56. On
an average across all the models (i.e., TransE, DistMult, HolE, ComplEx), integrating weights
(i.e. weighted causal relations) leads to a +75% MRR score improvement. Additionally, adding
knowledge about the types of events and participating objects improves MRR score by +31%.

3. Conclusion and future work

In this paper, we present the CausalLP framework and demonstrate its use for a visual question
and answering task. Specifically, causal explanation and prediction questions are answered
based on video scenes from the CLEVRER and CLEVRER-Humans benchmark datasets. The
proposed framework can be used for problems which involve cause and effect associations such
as root cause analysis at time of system failure, cause and effect of a collision understanding in
the autonomous driving systems, and trajectory prediction of a vehicle after a collision. In the
future, we aim to extend the CausalLP for answering counterfactual "What if" questions.
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