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Abstract
Large LanguageModels (LLMs) are expensive to train. However, there are techniques that can adapt LLMs
more quickly and efficiently, such as fine-tuning with domain specific data. This allows foundational
models to be applied to more niche use-cases in a cost efficient manner. Knowledge graphs (KGs) are
excellent sources of curated data, making them an ideal source of knowledge for fine-tuning. Further,
lexico-syntactic patterns (LSPs) can play an important role in representing data captured in semantic
relationships in KGs as natural language text. In this paper, we discuss the use of LSPs to represent
knowledge graphs (KGs) in natural language for the purposes of fine tuning. We demonstrate in our
question answering use-case that fine-tuning helps in this case, but does not exceed retrieval-augmented
generation approaches. We posit with larger KGs and and additional LSPs, we can achieve parity. Poster
Submission.
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1. Introduction

In this era of Large Language Models (LLMs) (e.g., ChatGPT [1], many are looking to integrate
LLMs into their research, projects, or products. LLMs are good at many common tasks, especially
related to the amount of relevant training material on the Web. However, in niche cases, LLMs
can struggle with domain-specific pattern extraction or multi-hop answering where reasoning
needs to be done based on several entities. This frequently results in LLMs hallucinating
and providing incorrect information to users. Structuring data while preserving its semantic
meaning is crucial especially in fields like medicine where accuracy is important [2]. Knowledge
Graphs (KGs) with their ability to structure data without losing semantic meaning and their
growing popularity offer a solution [3, 4]. Much work has already been done, showing that KGs
can reduce hallucinations in LLMs, making them more reliable [5].

One of the main challenges is making LLMs understand and utilize our custom data or
domain-specific data. Training an LLM from scratch is time-consuming and resource-intensive.
Fine-tuning [6] and Retrieval Augmented Generation (RAG) [7] [8] are two common approaches.
Our approach utilizes KGs to provide factually correct, domain-specific data for fine-tuning
LLMs. Specifically, we utilize Lexico-Syntactic Patterns (LSPs) [9].
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2. Related Work

To our knowledge, there is little work done so far on the intersection between LSPs, KGs,
and LLMs. Yet, we know that there are some related work on the mechanisms for detecting
and extracting knowledge and data from unstructured natural language into ontologies [9].
Specifically, they leverage ontology design patterns (ODPs) [10] to connect domain specific
knowledge to domain specific language. We intend to leverage these connections to translate
knowledge and data (in a KG) that has already been captured and translate back to natural
language for the purposes of fine-tuning.

3. Current Work

Use-Case: First, we collected data from data.ohio.gov, which is a State-wide data repository,
related to census, public health, hospital locations, as well as administrative regions (e.g.,
counties) from KnowWhereGraph (KWG) [11]. After basic cleaning and alignment to KWG
entities, we materialized a KG locally, we call the OhioKG.
Motivating Example. LSPs, as we use them, are defined for node-edge-node constructions in
the schema diagram (or, more specifically, for each distinct type-predicate-type triple in the KG).
For example, the triple Columbus -> locatedIn -> Ohio is converted to natural language via
the LSP qqThe city <E1> is <r> in the state <E2>”, which is then resolved as ”The city Columbus is
locatedIn in the state Ohio.” LSPs enhance communication and we posit that they can help LLMs
better understand and convey information, leading to more accurate information retrieval.

Briefly, we report some example LSPs that we utilized in the fine-tuning over the OhioKG.

Example 1: Node-Edge-Node Constructions

kl-ont:MarijuanaDispensary kl-ont:hasBusinessName kl-ont:Organization

kl-ont:Organization kl-ont:hasName xsd:string

Example 1: Instance Data (NMCD – Nectar Medical Cannabis Dispensary)

kl-res:MMD.0700164 kl-ont:hasBusinessName kl-res:NMCD

kl-res:NMCD kl-ont:hasName ”NMCD”̂̂xsd:string

Example 1: Lexico-syntactic Pattern ”The Marijuana Dispensary <E1> <r> <E2>, Business
name <E2> <r> <E3>”

Thus, we construct: The Marijuana Dispensary ‘MMD.0700164‘ hasBusinessName ‘Nectar_Med-
ical_Cannabis_Dispensary‘. Business name ‘Nectar_Medical_Cannabis_Dispensary‘ hasName
‘Nectar Medical Cannabis Dispensary‘



Example 2: Node-Edge-Node Constructions

kl-ont:MarijuanaDispensary kl-ont:hasBusinessName kl-ont:Organization

kl-ont:Organization kl-ont:hasName xsd:string

kl-ont:MarijuanaDispensary kl-ont:hasAddress xsd:string

Example 2: Instance Data (NMCD – Nectar Medical Cannabis Dispensary with Address)

kl-res:MMD.0700164 kl-ont:hasBusinessName kl-res:NMCD

kl-res:NMCD kl-ont:hasName ”NMCD”̂̂xsd:string

kl-res:MMD.0700164 kl-ont:hasAddress ”21100 Saint Clair Ave”̂̂xsd:string

Example 2: Lexico-syntactic Pattern ”The Marijuana Dispensary <E3> is located at address
<E4>”

Thus, we construct: The Marijuana Dispensary ‘Nectar Medical Cannabis Dispensary‘ is located
at address ‘21100 Saint Clair Ave‘, which is a more information dense natural language statement.

3.1. Preliminary Results

OhioKG & LSPs. OhioKG consists of different entities over 1M triples, but specifically for the
marijuana dispensaries, we only have ≈ 2K triples, for which We have developed 12 Q&A LSPs.
Computational Environment. These preliminary experiments were conducted using Google
Colab Pro1 where we fine-tuned LLAMA2 7B [12]. At least 22GB of VRAM is required to
perform this experiment, increasing proportionally with the size of KG and LLM. Fine tuning
for only dispensary data took only 10 minutes including all LSPs.
Results. In our preliminary experiments using the LSPs to generate rich natural language from
KG fragments, we have only seen marginal improvement. Initially, the LLM was not able to
answer any questions (indeed, in some cases, and notably ChatGPT, it refused to answer due to
US Federal government’s stance on marijuana). However, after fine-tuning, we were able to
get answers in the correct format (i.e., mimicking the LSPs in responses), but it is not currently
serving factual data. We suspect that the smaller size of OhioKG and the limited LSP library for
OhioKG, we have not generated enough data for the LLM to be sufficiently fine-tuned.

4. Next Steps

This experiment has demonstrated some acceptable improvement in performance, but still
leaves much room for improvement. In our next steps, we intend to explore how increasing
the size of the KG, as well as the number of available LSPs, which will increase the amount
of factually correct data available for fine-tuning. Indeed, we suspect that we can construct
MODL-like libraries for KG fragments or ODPs for a reusable resource [13].

1https://colab.research.google.com/
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