
ChatBS: An Exploratory Sandbox for Bridging Large
Language Models with the Open Web
John S. Erickson1, Henrique Santos1,∗, Jamie McCusker1, Sola Shirai1,
Deborah L. McGuinness1 and James Hendler1

1Tetherless World Constellation, Rensselaer Polytechnic Institute, Troy, NY, 12180, United States

Abstract
The recent widespread public availability of generative large language models (LLMs) has drawn much
attention from the academic community to run experiments in order to learn more about their strengths
and drawbacks. From prompt engineering and fine-tuning to fact-checking and task-solving, researchers
have pursued several approaches to try to take advantage of these tools. As some of the most powerful
LLMs are “closed” and only accessible through web APIs with prior authorization, combining LLMs with
the open web is still a challenge. In this evolving landscape, tools that can facilitate the exploration
of the capabilities and limitations of LLMs are desirable, especially when connecting with traditional
web features such as search and structured data. This article presents ChatBS, a web-based exploratory
sandbox for LLMs, working as a front-end for prompting LLMs with user inputs. It provides features
such as entity resolution from open knowledge graphs, web search using LLM outputs, as well as popular
prompting techniques (e.g. multiple submissions, “step-by-step”). ChatBS has been extensively used in
Rensselaer Polytechnic Institute’s Data INCITE courses and research, serving as key tool for utilizing
LLMs outputs at scale in these contexts.
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1. Introduction

Generative large language models (LLMs) have become pervasive in recent years [1], permitting
free access to virtually any web user. They are inarguably revolutionary in their ability to
generate human-like text with unprecedented scale and speed. Largely led by the industry,
these LLMs are trained using vast amounts of web-scraped data, and little is known about
exactly what data and how it is used in their training. This proliferation has ignited considerable
interest within the academic community, prompting researchers to conduct experiments aimed
at exploring the strengths and limitations of these powerful tools (e.g. morality [2], kbqa [3]).
However, a key challenge arises due to the fact that some of the most formidable LLMs are
considered “closed” and are only accessible through web APIs with prior authorization. This
presents an obstacle to effectively combining content from LLMs with the open web, an issue
that remains a central concern in the evolving landscape of web science. The development of
tools that can facilitate the exploration of the capabilities and limitations of LLMs, especially
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when integrated with traditional web features like search and structured data, has become
increasingly desirable.

ChatBS serves as a front-end for prompting LLMs with user inputs, offering functionalities
to support experimentation and research. On the input side, ChatBS allows users to quickly
incorporate popular prompting techniques, such as making multiple submissions and employing
a “step-by-step” approach. On the output side, ChatBS includes a web search using LLM-
generated content and entity resolution against open knowledge graphs. We provide an overview
of ChatBS, its functionalities, and its impacts, emphasizing its potential to bridge the gap between
LLMs and the open web.

2. ChatBS: An Exploratory Sandbox

ChatBS was conceived as an accessible, extensible platform for interactive experimentation
with LLMs such as, initially, GPT 3.5 and, more recently, GPT 4. It was designed to empower
users to easily conduct sophisticated prompt experiments that might be difficult or impossible
through the normal ChatGPT user interface, and would normally be done by directly accessing
an API (esp. the OpenAI API) programmatically. ChatBS features include:

• LLM Selection: Users can easily select between models from the GTP-4 and GPT-4o
families. In the future, OpenAI and other models will be added or dropped depending on
availability. We plan to diversify model availability by adding openly available models,
such as the recently-released Llama 3.1 model [4], as options.

• System Prompt Customization: To support robust prompt experimentation allowing
users to pre-define the context, scope, guardrails, or output format for the model to
use during an interaction.

• User Prompt Customization.
• Chain-of-Thought Facilitation: Standardized prompt modifications to request models to
explain step-by-step.

• Explanation enhancement: Standardized user prompt append to request references to
support generated content.

• Repeated Prompt Submission: To support scalability in the generation of datasets with
multiple responses to the same standardized prompt.

• Relationship Detection, Entity Resolution, and RDF Generation: ChatBS parses and links
the generated answers to entities in Wikidata, so users can contrast claims.

• Dataset generation: To document experiments and to make the results more shareable
and replicable, both the main ChatBS results and the RDF results (if requested) are
downloadable as JSON(-LD) files.

ChatBS was initially conceived as a compelling and fun way to fact-check LLM-generated
answers to questions. The earliest versions of ChatBS (2023) demonstrated the ability to identify
asserted relationships between entities within the answers; to resolve entities and relationships
(predicates) to URIs; and to express these result graphs as RDF in JSON-LD format. For each
obtained output, ChatBS employs a relationship discovery and entity linking service that
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Figure 1: ChatBS user interface.

parses and analyses the generated content to produce a graph with the LLM’s claims. For this,
we implemented the approach in [5] which involves the use of pre-trained language models
for entity and relationship recognition and naive entity linking to establish connection with
Wikidata.

ChatBS, as a web application, is entirely accessible through any modern web browser. Its
architecture comprises four basic elements: UI, OpenAI’s continuation API, relationship dis-
covery and entity-linking, and the Wikidata KG. The UI (Fig. 1) is developed as an R Shiny [6]
app, providing a textual input for users to enter a natural language question about something
(just like a user would do when using ChatGPT) and a parameter to set the desired number
of answers for the same question (this feature was incorporated to stress the potential differ-
ent answers, sometimes conflicting, LLMs can generate for the very same prompt). Original
responses from the LLM are displayed on the right-hand side panel. Generated triples produced
by the relationship discovery module, composing the graph representing the responses’ claims,
as a table, are optionally displayed by the use of a switch. In addition, a Wikidata snippet
conveniently displays the Wikidata web page for any of the entities or relationships linked by
the entity-linking module by clicking on any of them. This snippet can be leveraged by users to
contrast claims in the triples table against crowd-sourced information in Wikidata, for instance.
ChatBS’s architecture is summarized in Fig. 2.

3. Impact and Conclusion

ChatBS has proven helpful in a variety of ways beyond its initial goal as an LLM fact-checker.
As a clean, efficient LLM client optimized for experimentation, it has been especially useful for



Figure 2: ChatBS architecture.

the ad hoc replication of LLM-based research results, for evaluating potential research methods,
including prompt engineering strategies, and as a research tool unto itself. ChatBS has been
employed in the classroom to support the reproducibility of published research by students
within Rensselaer Data INCITE [7] (e.g. DecodingTrust [8] and BBQ [9]). In addition, it has been
used to support original publications in diverse domains, such as finance [10] and health [11].
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