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Abstract
Knowledge graph completion (KGC) is a problem of significant importance due to the inherent in-
completeness in knowledge graphs (KGs). The current approaches for KGC using link prediction (LP)
mostly rely on a common set of benchmark datasets that are quite different from real-world industrial
KGs. Therefore, the adaptability of current LP methods for real-world KGs and domain-specific ap-
plications is questionable. To support the evaluation of current and future LP and KGC methods for
industrial KGs, we introduce DSceneKG, a suite of real-world driving scene knowledge graphs that
are currently being used across various industrial applications. The DSceneKG is publicly available at:
https://github.com/ruwantw/DSceneKG.

1. Introduction
Knowledge completion is an important problem in knowledge representation and reasoning,
particularly due to the inherent incompleteness of KGs. LP methods aim to address this by
predicting new links and entities to fill in the missing information. Over the years, various LP
methods, categorized into matrix factorization, geometric, or deep learning-based approaches,
have been developed and primarily evaluated using common benchmark datasets like Freebase
and WordNet.
While such benchmark datasets offer a standardized platform for evaluating LP methods,

they do not always accurately capture the complexities of real-world industrial applications.
Industries such as automotive, manufacturing, healthcare, and finance are creating large-scale
industrial KGs to represent domain-specific data. For instance, in the automotive industry, there
is a growing demand for large-scale knowledge graphs to represent multi-modal driving scene
data from various sensors and cameras, conforming to domain-specific ontologies developed by
subject matter experts (SMEs).
The reliance on benchmark datasets for evaluating LP methods raises concerns about their

applicability to industrial KGs. Real-world KGs differ significantly from benchmark datasets in
terms of structure, modality, conformance to ontology, in/out degree, cardinality, etc. Industrial
KGs often involve multimodal data, including text, images, and sensor data, and exhibit a higher
degree of heterogeneity. This discrepancy calls into question the effectiveness of current LP
methods when applied to real-world KGs, highlighting the need for new evaluation frameworks
and the availability of industrial KGs to the demands of industrial applications.
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2. DSceneKG: Driving Scenes Knowledge Graph

Table 1: Statistics of two KG variants

NuScenes Pandaset

#triples 6,296,378 3,301,928
#entities 2,108,545 53,248
#relations 14 19

Avg. in-degree 3.0353 62.1387
Avg. out-degree 3.0107 63.3269
Triples/entities 2.9861 62.0104

DSceneKG is a suite of knowledge graphs,
developed as a collaborative effort between
Bosch and the University of South Carolina,
to represent real-world driving data from
openly available, real autonomous driving
datasets such as Pandaset and NuScenes.
These datasets represent diverse driving sce-
narios, including urban/rural environments,
various weather conditions, traffic situations,
left/right-hand driving, and scenes from dif-
ferent continents. The Scene Ontology defines high-level object/event classes and their relation-
ships [1]. DSceneKG instantiates all scene elements with metadata such as spatial coordinates,
time, and descriptions where available. In the Scene Ontology, scenes are categorized into two
types: (1) Sequence Scene – A video of 10-20 seconds, with a location region and temporal range;
(2) Frame Scene – A sampled snapshot from the video, with a location point and timestamp.
Table 1 shows some statistics about two KGs developed for the automated driving domain.

3. Benchmark Tasks of DSceneKG
The versatility of DSceneKG is demonstrated through various KGC/ knowledge-based tasks
both within and outside Bosch. The tasks modeled exclusively as KGC are denoted by †.

1. Knowledge-based entity prediction (KEP)† - enabling a knowledge-based approach for
predicting entities in driving scenes [1]

2. Context-based method for labeling unobserved entities (CLUE)† - completing AD datasets
with labels for entities[2] that may have gone unobserved or unlabeled.

3. Explainable scene clustering - typing automotive scenes into explainable, high-level
semantic clusters[3]

4. Semantic-based scene similarity - identifying automotive scenes that are semantically
similar, but may be visually dissimilar[4]

5. Causal discovery† - enabling root-cause analysis/ causal discovery in driving scenes[5]
6. Knowledge-based retrieval - enhancing Bird’s-Eye View (BEV) retrieval by integrating

semantic representations with textual descriptions [6]
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