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Abstract
The 2024 First Workshop on Explainable Artificial Intelligence for the Medical Domain (EXPLIMED)
marks its inaugural edition in conjunction with the 27th European Conference on Artificial Intelligence
(ECAI 2024) in Santiago de Compostela. This workshop brought together experts in Artificial Intelligence
to deepen the latest innovations and best practices in Explainable AI (XAI) within the medical field.
Participants engaged in discussions that covered recent trends, research initiatives, and emerging
developments in XAI as they pertain to healthcare applications, emphasizing a multifaceted approach to
understanding how these advancements can enhance medical practice and patient outcomes.
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Introduction

The EXPLIMED workshop is a pivotal forum that integrates Explainable Artificial Intelligence
(XAI) within the medical field, focusing on the latest research, methodologies, and practical
case studies. In an era where AI is becoming increasingly central to healthcare decision-making,
the workshop aims to cultivate a collaborative platform for researchers, practitioners, and
policymakers to exchange insights on enhancing transparency, interpretability, and trust in
medical AI systems [1, 2]. The primary objective of EXPLIMED is to underscore the critical
importance of XAI in ensuring that medical professionals and patients can fully understand
and trust the outcomes generated by AI [3]. With the opacity of AI models posing significant
concerns regarding accurate diagnoses, treatments, and patient care, this workshop emphasizes
XAI’s vital role in delivering understandable insights that empower healthcare professionals
and patients alike [4]. Furthermore, EXPLIMED highlights the necessity of transparently
communicating AI-generated outcomes to patients, enabling them to engage more actively
in their healthcare decisions [5]. Addressing ethical considerations related to biases in AI
systems, the workshop advocates for fair and equitable healthcare practices by elucidating
the decision-making processes inherent in AI technologies [6]. Covering a broad spectrum
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of topics—including post-hoc and ante-hoc methods for explainability, uncertainty modeling,
and applications of XAI in medical imaging and video—EXPLIMED is committed to fostering
interdisciplinary collaboration. By bringing together researchers, clinicians, and policymakers,
the workshop promotes the adoption of XAI in healthcare, ultimately contributing to developing
reliable and interpretable AI systems that enhance decision-making in clinical environments.

Workshop’s Contibutions

We received 24 submissions for the EXPLIMED workshop, and after a thorough review process,
18 were accepted for presentation. Researchers from 12 countries (Brazil, Germany, India,
Ireland, Israel, Italy, Netherlands, Portugal, Spain, Taiwan, and Türkiye) attended the workshop,
enriching the exchange of ideas and insights in Explainable Artificial Intelligence in medicine.

EXPLIMED featured several impactful presentations, opened by the keynote by Prof. Hani
Hagras (University of Essex) on "True Explainable Artificial Intelligence for Health Applica-
tions." Prof. Hagras discussed how advances in computing power and the exponential growth
of data have renewed interest in AI, yet the complexity of many AI algorithms creates opacity,
often termed "black-box" models. He emphasized that for AI to earn trust and broad adoption,
especially in healthcare, it must offer transparency through Explainable AI (XAI). XAI aims
to build models that both explain individual decisions and help users understand a system’s
capabilities, predict behaviors, and identify improvements. Prof. Hagras highlighted XAI’s trans-
formative potential for healthcare, advocating for systems that are accessible, understandable,
and supportive of human augmentation in decision-making.

The paper "Integrating Graph Neural Networks and Fuzzy Logic to Enhance Deep Learning
Interpretability" introduced a methodology integrating Graph Neural Networks (GNNs) with
Fuzzy Logic to enhance interpretability in deep learning models, demonstrating how this
combination can address the complexities of structured data while maintaining transparency
and reliability in AI systems. The paper "ProtoAL: Interpretable deep active learning with
prototypes for medical imaging" focused on ProtoAL, presented a deep active learning model
utilizing prototypes to foster interpretability in medical imaging, achieving commendable
accuracy while reducing data requirements. In a significant advancement for patient privacy,
the paper "Latent diffusion models for Privacy-preserving Medical Case-based Explanations"
discussed using Latent Diffusion Models to create privacy-preserving, case-based explanations
for medical diagnoses, effectively balancing visual quality with anonymity. Furthermore, the
paper "Explaining Bayesian Networks in Natural Language using Factor Arguments. Evaluation
in the medical domain" explored how Bayesian Networks can be explained in natural language
through factor arguments, presenting a novel approach that aids users in understanding the
reasoning process behind probabilistic inference in medical contexts. The paper "VISE: Validated
and Invalidated Symbolic Explanations for Knowledge Graph Integrity" proposed a hybrid
method that combines symbolic and numerical learning techniques for Knowledge Graphs,
ensuring integrity and improving predictive performance while generating meaningful insights.
Instead, the paper "Prediction of Continuous Targets by Explainable Imbalanced Regression
from Omics Data in Childhood Obesity" addressed the challenge of imbalanced regression
in predicting health metrics related to childhood obesity, employing explainable models that



improve prediction accuracy and elucidate meaningful biological relationships.
The paper "Explainable skin lesion classification with multitask learning" introduced a multi-

task learning framework for skin lesion classification that utilizes optical coherence tomography
to analyze cell nuclei and skin layers. This approach enhances model interpretability while
accurately identifying skin conditions. Following this, the paper entitled "An Explainable Convo-
lutional Neural Network for the Detection of Drug Abuse" study on drug abuse detection utilized
a convolutional neural network (CNN) to analyze lateral-flow tests. The authors highlighted the
model’s ability to explain its predictions, providing crucial insights for real-world applications.
Instead, the paper "Towards Explainable Federated Learning in Healthcare: A Focus on Heart
Arrhythmia Detection" tackled the integration of explainable federated learning in detecting
heart arrhythmias, employing a temporal convolutional network with attention mechanisms
to ensure both privacy and interoperability. Another notable contribution entitled "Towards
Explainable Deep Learning in Oncology: Integrating EfficientNet-B7 with XAI techniques
for Acute Lymphoblastic Leukaemia" examined the explainability of electrocardiogram-based
algorithms using Shapley attribution under a counterfactual reasoning setup, demonstrating
the importance of understanding model predictions in cardiovascular diagnostics. A further
study, called "Explainability by Shapley attribution for electrocardiogram-based algorithmic
diagnosis under subtractive counterfactual reasoning setup", proposed a framework combining
EfficientNet-B7 with various XAI techniques for diagnosing Acute Lymphoblastic Leukaemia,
emphasizing the importance of explainability to enhance trust in AI-driven diagnostics. Instead,
the paper "AI Readiness in Healthcare through Storytelling XAI" aims to tailor explanations to
diverse audience needs, enhancing user trust and understanding of AI systems.

The paper "Mechanistic Causal Models for Explainable AI in Medicine: Coupling Respiratory
and Immunological Systems for In Silico Medicine Simulations" proposed a novel approach
utilizing mechanistic causal models that integrate known physiological principles to enhance un-
derstanding of complex medical conditions, mainly focusing on the dynamics of respiratory and
immunological systems during cytokine storms. Instead, the paper "Identifying Candidates for
Protein-Protein Interaction: A Focus on NKp46’s Ligands" introduced a method for identifying
candidates for protein-protein interactions (PPIs) using a deep learning model called DSCRIPT.
This study emphasized the model’s self-explanatory capabilities to streamline the screening
process for potential interacting proteins. Futhermore, the paper "Evaluating Machine Learning
Models against Clinical Protocols for Enhanced Interpretability and Continuity of Care" exam-
ined how machine learning models can be evaluated against established clinical protocols to
enhance interpretability and continuity of care. The authors proposed metrics for comparing
model predictions with clinical rules, ensuring that AI tools align with existing medical prac-
tices. In addition, the paper "Towards Explainable General Medication Planning" focused on a
framework for explainable medication planning, which aimed to clarify the decision-making
process in personalized medication administration by employing visualization techniques. The
paper entitled "Reliable central nervous system tumor diagnosis on MRI images with Deep
Neural Networks and Conformal Prediction" addressed the reliable differentiation of central
nervous system tumors using deep neural networks coupled with conformal prediction, which
provided not only accurate classifications but also quantifiable confidence measures. Finally,
the paper "Explaining Predictions of Hypertension Disease through Anchors" discussed the use
of the Anchors algorithm for explaining predictions in hypertension diagnosis, demonstrating



that optimal feature selection could enhance classification accuracy and explanation clarity.
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