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Abstract
Deep-learning techniques can improve the efficiency of medical diagnosis while challenging human
experts’ accuracy. However, the rationale behind these classifier’s decisions is largely opaque, which is
dangerous in sensitive applications such as healthcare. Case-based explanations explain the decision
process behind thesemechanisms by exemplifying similar cases using previous studies from other patients.
Yet, these may contain personally identifiable information, which makes them impossible to share without
violating patients’ privacy rights. Previous works have used GANs to generate anonymous case-based
explanations, which had limited visual quality. We solve this issue by employing a latent diffusion
model in a three-step procedure: generating a catalogue of synthetic images, removing the images that
closely resemble existing patients, and using this anonymous catalogue during an explanation retrieval
process. We evaluate the proposed method on the MIMIC-CXR-JPG dataset and achieve explanations
that simultaneously have high visual quality, are anonymous, and retain their explanatory value.
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1. Introduction

Various medical imaging techniques such as X-ray or MRI are important to detect and diagnose
multiple medical conditions. These imaging modalities provide clinicians insights into patients’
health, facilitating accurate and timely diagnoses. In recent years, Deep Learning techniques
have shown the capability to rival human performance in diverse diagnosis tasks while being
more efficient. However, this leap brings a large challenge – the inherent lack of interpretability
in Deep Learning models. While these models exhibit remarkable diagnostic capabilities,
their decision-making processes remain largely opaque, posing a barrier to understanding
the rationale behind their predictions. This lack of interpretability raises legitimate concerns,
especially in critical medical decisions where transparency is necessary for establishing trust.
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One way to better understand deep-learning reasoning is through case-based explanations,
which explain by example, closely mimicking the rationale of human professionals. Using
these mechanisms, a doctor would have access to a prediction and a set of image explanations
for each machine-made diagnosis, allowing the professional to compare the current situation
with previous historical examples. Ideally, these explanations should be shareable between
medical professionals, doctors, and patients or even between hospitals, which is particularly
important to build a diverse catalogue of explanations. Yet, this is not possible since medical
images contain personally identifiable data, which may allow for the re-identification of patients;
therefore, they are protected under strict regulations such as the GDPR [1] and the HIPAA [2].
These issues can be overcome by anonymizing said explanations, therefore protecting patients’
privacy while maintaining the utility of the images.

The generation of anonymous case-based explanations using GAN architectures has been
previously explored [3], yet the perceptual utility of these explanations is limited by their reduced
image quality. We propose to solve this issue by synthesizing and anonymizing images using
Latent Diffusion Models [4], which have emerged as a leading approach for image generation
tasks in recent years. The proposed methodology builds upon an anonymization method
proposed by Packhäuser et al. [5] and follows three key processes: generating a synthetic
dataset using a latent diffusion model, removing images from the synthetic dataset that closely
resemble patients in the training data and retrieving explanations from the newly created
anonymous synthetic dataset. The key contributions of this work are the following:

• Generate a synthetic dataset based on the MIMIC-CXR-JPG [6] dataset using a latent
diffusion model and anonymize it using a post-model approach.

• Retrieve anonymous case-based explanations with high visual quality and utility.
• Evaluate the proposed solution quantitatively and with an experienced radiologist’s aid.

2. Related Work

This work combines three distinct research areas: anonymization techniques, diffusion models
and explainability. Although some works connect the bridge between two of these topics, the
combination of all three is still largely unexplored.

Diffusion Models Recently, diffusion models such as DDPM [7] have emerged as an alter-
native to GANs to generate high-quality images while avoiding common difficulties of GANs,
such as mode collapse. The diffusion method consists of two distinct processes. During the
forward process, Gaussian noise is iteratively added to a training image. In contrast, in the
reverse process, a Deep-learning model, typically a U-Net [8], starting from pure noise, predicts
what noise was added at each step and iteratively removes it, generating a new image.

Since the diffusion process is computationally expensive to scale to higher resolutions, instead
of performing the diffusion process on the image space, Latent Diffusion Models (LDM) [4]
perform it on a low-dimensionality latent space. Instead of generating images, during sampling,
the diffusion process will generate new latent vectors, which can be decoded back into the
image space using a variational autoencoder (VAE) [9]. To better adapt to different medical
imaging domains Medfusion [10] modifies the traditional LDM architecture by modifying the



different number of channels in the VAE [9] used to encode and decode latent vectors. While
the original LDM architecture employed 4 channels, the Müller-Franzes et al. found that, for
medical images, using 8 channels led to fewer visual artefacts.

Anonymization Visual anonymization methods can generally be divided into classical and
machine-learning-based. Within the classical methods, two of the most common anonymization
techniques include blurring the image or K-Same [11], which overlays 𝐾 images, therefore
obtaining K-Anonymity. Yet, these methods require aggressive image modifications, making
them difficult to analyse visually. Recently, there has been a focus on generating synthetic
images using machine learning methods. These methods can be divided into two sub-groups:
differential-privacy methods [12, 13], which provide strong privacy guarantees at the cost of
having a reduced image quality, struggling to be scaled beyond 32 × 32 pixel images due to
their computational complexity. The other methods present a more ad-hoc approach; instead of
providing strong statistical guarantees, they typically employ identity verification networks [5,
3], which empirically promote privacy.

Case-based Explanations Case-based explanations are a post hoc mechanism which justifies
a model’s decisions by retrieving cases or examples from the training data. This method is
analogue to human reasoning, making them easy to interpret. While certain image-retrieval
scenarios employ similarity metrics such as the Euclidean distance or the Structural similarity
index measure (SSIM) [14], which analyses an image as a whole, for case-based explanations,
the focus is set on small localized features which would be overlooked by said measures. One
way of retrieving relevant images is by comparing the features obtained by a task-specific
Deep-Learning classifier [15]. Additionally, Montenegro et al. [3] proposes a GAN architecture
which generates anonymous case-based explanations by employing a privacy loss function
that increases the distance between an identity embedding calculated for the generated image
and the identity embeddings of the remaining training data images. The main shortcoming of
this work is the limited image quality of the synthetic explanations caused by said privacy loss
function.

3. Method

Our methodology, summarized in Figure 1, follows the anonymization protocol defined by
Packhäuser et al. [5]. Initially, we train a latent diffusion model and synthesize a dataset.
Afterwards, a retrieval model for each image within this dataset will be used to identify which
images in the training set closely resemble the synthetic image. Then, we employ an identity
verification network to compare the anonymous image with its closest match and determine
whether it likely belongs to the same patient. This information allows us to remove non-
anonymous images and, consequently, create an anonymous catalogue from which we can
retrieve case-based explanations.

3.1. Image Generation using Latent Diffusion Models

We train a latent diffusion model which uses the Medfusion [10] architecture for image genera-
tion. Using it, we sample synthetic images to build a synthetic dataset that will be anonymized.



Figure 1: Anonymization Pipeline. A generative model generates synthetic samples based on the real
training data. From these samples, we remove those closely resembling patients in the training set
based on a patient retrieval and a patient verification model. This anonymous dataset serves as our
knowledge base from which to retrieve explanations.

3.2. Retrieval and Verification Network

We must identify if each synthetic image closely resembles any real patient in the training set.
To do so, first, a patient retrieval network consists of a Siamese Neural Network (SNN) [16] based
on the ResNet-50 [17] architecture, which takes as input two images and, using a contrastive
loss function, approximates embeddings so that the embeddings from the same patients are
grouped together.

The verification model follows the same architecture, but instead of using a contrastive loss,
this network compares both input images and classifies whether or not they belong to the same
patient. For both models, the training data consists of positive training pairs obtained based on
the patient identity information of a dataset and randomized negative pairs.

3.3. Anonymization Pipeline

Considering the synthetic dataset, the verification model, and the retrieval network, we have
all the components required to obtain an anonymous dataset. The anonymization procedure
we employ can be broken down into three separate steps:

1. Compute training identity embeddings: We obtain an identity embedding for each
training set image using the identity retrieval network. These embeddings are stored in a
KD-tree [18], used for more efficient queries using a nearest-neighbour strategy later.

2. Search nearest training image: For each synthetic sample, we retrieve the top-1 most
similar training sample. In this step, we compute the identity embedding of each image



and perform a lookup of the previously mentioned KD-tree. Each real-synthetic image
pair is stored in a list used in the next step.

3. Remove non-anonymous image pairs: For each real-synthetic image pair, we use the
identity verification network to obtain a prediction of whether or not both images belong
to the same patient. If this likelihood exceeds a predefined threshold, the synthetic image
is deemed non-anonymous and removed from the synthetic dataset.

3.4. Case-based Explanation Retrieval

We aim to retrieve explanations similar in task-related features and not merely structurally
similar. We employ a DenseNet121 [19] classifier and use the feature vector present in the last
layer, which contains 1024 features, to compare images. The intuition behind this method is
that the classifier will represent the most important diagnosis characteristics in its feature space.

During inference, an image is passed through the classifier, and we use the features to obtain
the most similar features from a catalogue of synthetic images. The catalogue size will vary
depending on the application. In a real-case scenario, we want to have as many images as
possible to capture the most variability and obtain images that are as relevant as possible.

4. Experiments

Data We perform experiments on the MIMIC-CXR-JPG dataset [6], consisting of 377,110 chest
X-ray images in the JPG format from 65,379 unique patients. We chose to predict cardiomegaly
as our classification task since it is a common diagnosis with 66,799 samples. It makes up 29.32%
of the available samples and is easily identified visually, making it ideal to be explained by
case-based explanations. From the available images, we select the ones from the posteroanterior
(PA) view (96,161) since it is the view commonly used by radiology to diagnose Cardiomegaly
since the anteroposterior (AP) view tends to magnify the heart [20] hindering the diagnosis.
We use the recommended data splits provided alongside the dataset.

Image Generation We generate MIMIC-CXR-JPG images using the Medfusion [10] architec-
ture, the latent embeddings are encoded using a VAE, which accepts 3 × 512 × 512 pixel images
and has 8 embedding channels. The diffusion model uses DDIM [21], has label embedding and
time embeddings of size 1024 and employs a scaled linear noise scheduler with 𝑇 = 1000, which
varies from Β0 = 0.002, Β𝑇 = 0.02. Using a U-Net [8] architecture, we train the model for a
maximum of 1001 epochs with early stopping with a patience of 30 epochs. We generate 1000
synthetic images for both datasets, with a balanced split between positive and negative cases.

Retrieval and Verification For the retrieval phase, similarly to Packhäuser et al. [5], we train
our models for 30 epochs in the first phase, during which the model backbone is frozen, and 50
epochs during the second phase where all parameters are unfrozen. We use a learning rate of
0.158489 with weight decay of 1𝑒−5 and batch size 32. Our verification model was trained using
the Adam optimizer [22] with 3 × 256 × 256 images and a learning rate of 0.0001. We used a
batch size of 32 and limited training to a maximum of 100 epochs with an early stopping criteria
with 5 epoch patient. During the anonymization step, we considered images non-anonymous if



the verification model prediction of a synthetic image and a real image belonging to the same
patient was above a threshold of 0.5.
Explanation Retrieval For explanation retrieval, we employ a DenseNet121 [19] network
trained using the Adam optimizer with a learning rate of 1𝑒−3 up to 10 epochs with an early
stopping criteria and patience 𝑝 = 3. To search for similar images, we use the last feature vector
of the model, located before the dense layer and sized 1 × 1024.

5. Results and discussion

Table 1 shows a quantitative image quality evaluation of the synthetic images generated by the
Medfusion architecture. We report precision (P), recall (R) and the Fréchet inception distance
(FID) [23], which compares the distribution of real and generated images based on the deepest
layer of an Inception V3 network. To evaluate the image utility for classification tasks, we
compare a classifier trained on synthetic data with a classifier trained on real data in Table 2.
The classifier trained on synthetic data still achieves acceptable performance even though it
has been trained on a comparatively small dataset. This indicates that the signal required to
diagnose Cardiomegaly is still present in the new images.

Table 1
Quantitative evaluation of the images
generated using the Medfusion model.

FID P R

62.25 68.00 22.17

Table 2
Classification performance reported for both
the MIMIX-CXR-JPG and a synthetic dataset.

Dataset F1 ACC Image Count

MIMIC-CXR-JPG 91.67 87.33 96,161
Synthetic 75.97 69.00 1,000

Both the verification and retrieval models showcase the ability to re-identify patients, as
demonstrated by the metrics highlighted in Tables 3 and 4, respectively. For the verification
model, we report the Area under the Receiver operating characteristic (AUC), precision (P),
recall (R) and F1-score. For the retrieval task, we track the R-precision, a common information
retrieval metric which is calculated as shown in Equation 1 using the number of relevant images
retrieved (𝑟) within the first 𝑅 images, where 𝑅 is the total number of relevant images existing
in the dataset. Finally, the 𝑚𝐴𝑃@𝑅, shown in Equation 2, is the mean of the average precision
at 𝑅 (𝐴𝑃@𝑅) for each query.

R-Precision = 𝑟
𝑅

(1) 𝑚𝐴𝑃@𝑅 = 1
𝑄

𝑄
∑
𝑖=1

𝐴𝑃𝑖@𝑅 (2)

Table 3
Quantitative evaluation of patient
verification model.

AUC ACC F1 P R

93.72 95.32 90.92 90.77 91.07

Table 4
Quantitative evaluation of patient
retrieval model.

mAP@R P@1 R_prec

79.32 94.27 80.87



From the original 1,000 synthetic images, we use the anonymization procedure proposed in
Section 3.3 to remove all synthetic images similar to their closest real counterpart based on the
predictions made by the verification system. Using this process, 161 images were removed. In
Figure 2, we show image pairs at different prediction ranges, and, as expected, the higher-value
pairs are more similar than those within the lower ranges.
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Prediction 0.0 to 0.1 Prediction 0.45 to 0.55 Prediction 0.9 to 1.0

Figure 2: Different image pairs of anonymous images and their closest real counterpart in the training
set, sorted by the predicted likelihood of belonging to the same patient. The images on the left are less
likely to contain identifiable patient data, while images on the right are highly likely.

Similar to previous studies [15], the explanation ranking is evaluated with the help of a
radiologist. For this purpose, we perform two different experiments. For the first experiment,
we used 5 test cases, each containing a test image we aim to diagnose and 10 synthetic catalogue
images from which we will retrieve explanations. The second experiment differs by using a
catalogue of 5 synthetic images and 5 real images to compare the utility of both image types. All
the images were randomly sampled from the test set while ensuring a balanced class distribution.
The catalogue is limited to 10 images due to the time-consuming nature of evaluating the images.

To evaluate ranking performance, we use a metric commonly used in ranking tasks, the
normalized Discounted Cumulative Gain (nDCG𝑝) [24] metric (Equation 3) where 𝑝 is the
number of retrieved images. The relevance values for each image (𝑟𝑒𝑙𝑖) vary from 5.5, the most
similar image, to 1.0, the least similar example, with a 0.5 step between each relevance value.
And IDCG𝑝 is the ideal DCG𝑝 value.

nDCG𝑝 =
DCG𝑝

IDCG𝑝
(3) DCG𝑝 =

𝑝
∑
𝑖

2rel𝑖 − 1
log2(𝑖 + 1)

(4)

The results of the ranking evaluation are shown in Figure 3. We can notice that our CNN-
based method, on average, outperforms its SSIM counterpart. An example of the retrieval test
we used to evaluate the solution is shown in Figure 4. Interestingly, the CNN-based retrieval
mechanism obtained the same Top-3 images as the expert-based choices, although in a different
order.

Additionally, a radiologist accessed each image belonging to the test cases. In Table 5, we see
that the generative model can conditionally generate images with a specific diagnosis while
maintaining a similar class agreement compared to real images. We can also note that synthetic
and real images are similarly relevant, supporting the fact that the generated images can be
used as alternatives to real ones.

Finally, this method still presents some limitations. There is no upper bound on the number



CNN SSIM
0.0

0.2

0.4

0.6

0.8

1.0
nD

CG
4

Top-4

CNN SSIM
0.0

0.2

0.4

0.6

0.8

1.0

nD
CG

7

Top-7

CNN SSIM
0.0

0.2

0.4

0.6

0.8

1.0

nD
CG

10

Top-10

Figure 3: Boxplots regarding nDCG for two retrieval approaches, CNN and SSIM for the Top-4, Top-7
and Top-10 retrieved images.
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Figure 4: Example test image and corresponding Top-4 catalogue images retrieved by each corresponding
method. The color outline around each retrieved image indicates whether the test and catalogue images
share the same class (green) or not (red). The ranking annotated on the top-right corner of each image
indicates the ground truth based on expert rating.

of synthetic images that will be removed, leading to a waste of computing power on generating
images that will effectively be deleted. In future work, the anonymization mechanism could be
integrated into the generative model to combat this issue. Another key issue is the empirical
nature of this anonymization procedure, making it unproven. Unfortunately, the current best
method to provide anonymization, with strong guarantees, is through Differential Privacy,
which struggles to scale beyond low-resolution images, making it ineffective in generating
explanations which are interpretable by humans.



Table 5
Label agreement between expert evaluation and the ground-truth label. A classification is correct if
the image label and the radiologist agree on the diagnosis (Cardiomegaly or No Cardiomegaly). Cases
where it is impossible to diagnose a sample confidently are deemed non-conclusive. We also report the
average relevance of each type of image for the test cases with mixed image types.

Type Correct Incorrect Non-conclusive Average Relevance

Synthetic 70.67% 20.00% 9.33% 16.00 ± 4.30
Real 76.00% 20.00% 4.00% 16.50 ± 4.30

6. Conclusion

We proposed a method to generate visually anonymous case-based explanations that retain
their utility and realism by levering latent diffusion models. This solution demonstrates that the
generated images are empirically unlikely to be traced back to the original patients, allowing
for the visual explanation of classifier decisions without exposing patient data. This is a step
towards integrating trustworthy and interpretable classifiers in the medical domain while
preserving patient privacy.
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