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Abstract
This paper explores the parallels between explainable AI (XAI) and historical developments in the philosophy of
scientific explanation. By tracing both fields’ evolution from deterministic to probabilistic models, we highlight
key philosophical insights that can inform the ongoing XAI debate. The study wants to demonstrate how
epistemological principles and philosophy of science can be applied to enhance our understanding of explainability
in Artificial Intelligence (AI).
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1. Introduction

Despite XAI having recently become a hot topic and several different approaches have been developed [1],
there is still a widespread belief that it lacks a convincing unifying foundation [2, 3]. On the other hand,
over the past centuries, the very concept of explanation has been the subject of extensive philosophical
analysis in an attempt to address the fundamental question of “why” in the context of scientific law [4].
However, this discussion has rarely been connected with XAI. This paper seeks to address this gap
and aims to explore the concept of explanation in AI through an epistemological lens. By comparing
the historical development of both the philosophy of science and AI, an intriguing picture emerges.
Specifically, we show that a gradual progression has independently occurred in both domains from
logical-deductive to statistical models of explanation, thereby experiencing in both cases a paradigm
shift from deterministic to nondeterministic and probabilistic causality. Interestingly, we also notice
that similar concepts have independently emerged in both realms such as, for example, the relation
between explanation and understanding, and the importance of pragmatic factors. Acknowledging the
significance of the epistemological discourse and the substantial contributions of the philosophers in this
domain [4], our study aims to take an initial step towards a deeper understanding of the philosophical
underpinnings of the notion of explanation in AI. We achieve this by examining the historical debate
that has taken place over the past centuries in order to establish a “bridge” between the discourse on XAI
and the scientific explanation. In other words, we intend to understand XAI through the instruments of
this rich philosophical literature to shed light on explainability and its elusive nature. Therefore, we
posit that the ongoing discourse surrounding XAI, as it has unfolded in recent years, can be conceptually
aligned with facets of the epistemological debate.
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2. Paralleling Histories: Scientific Explanation and XAI

2.1. Short History of Scientific Explanation

To retrace the philosophical debate on scientific explanation and to provide the foundations for high-
lighting the parallels with XAI, we categorized discussions into three distinctive eras: the pre-Hempelian
era, the Received View, and the Post-Hempelian era.
In the Pre-Hempelian era, many of history’s most eminent philosophers and scientists have

questioned the nature of explanation and its role in science. In the Aristotelian view, for example,
causality and explanation are intimately related [5]. As a result, causation plays a key role in many
accounts of explanation [4]. However, not all philosophers have supported the notions of causality and
explanation. For example, Galileo and early positivists rejected causal explanations, viewing them as
beyond the scope of empirical sciences [6, 7].

The Received Viewmarked a paradigm shift with Hempel and Oppenheim’s Deductive-Nomological
(D-N) model proposal [8]. They distinguished between explanandum (the sentence requiring explana-
tion) and explanans (the sentence providing explanation). The process involves subsuming phenomena
under general laws through deductive reasoning. Hempel later introduced the Inductive-Statistical (I-S)
model to address probabilistic laws, recognizing the limitations of purely deductive explanations.
Post-Hempelian era theories shifted away from the deductive ideal, introducing models like, for

example, Salmon’s Statistical Relevance [9], Van Fraassen’s pragmatic approach [10], and Kitcher’s Unifi-
cationist view [11], which emphasized respectively, the importance of contextual elements, probabilistic
causality, and unifying knowledge.

2.2. Short History of XAI

Explainability in AI traces back to early expert systems, which used rule-based, deterministic models
to explain decisions. For instance, MYCIN [12] is a rule-based expert system, developed to help doctors
select antimicrobial therapy. Such systems are based on a hypothetico-deductive strategy, exhaustively
applying inference rules, which imply determinism [13] and render the models easily interpretable [14].

Unlike transparent systems,Machine Learningmodels are often regarded as ”black boxes,” requiring
surrogate models for interpretability [15]. In general, due to the vastness of the discussion, several
criteria are introduced to classify explainability in ML literature. For instance, a separation is established
between global or local methods, depending on whether their goal is to explain the whole model or a
single prediction. Also, there is a distinction between model-specific and model-agnostic approaches,
relying on the fact that the explanation applies to a single model (or a group), or all ML ones [14]. As
an alternative to heuristic or informal techniques, growing interest has been posed on formal XAI,
which offers logic-driven methods for deriving explanations, by providing theoretical assurances [16].
Among these approaches, we mention, for example, abductive explanation [16].

2.3. Philosophical Insights

Ultimately, we possess all the necessary tools to draw the analogy between scientific explanation and
XAI debates, by looking at their development pattern. Explanations in science and XAI were not
initially seen as a distinctive aim of science. Indeed, explanations were secondary to description and
prediction, with early debates rejecting them as a primary objective [4]. Similarly, early AI models
focused on accuracy, often at the expense of interpretability. However, the increasing importance of
explanation has led to the development of diverse models in both fields, emphasizing the need for
a balancing [17]. Moreover, both domains have seen a shift from deterministic, logic-based models
to those that incorporate statistical relationships and uncertainty. Hempel’s Deductive-Nomological
model, seeks explanations, by deducing from causal (or deterministic laws) [8]. This mirrors the shift in
XAI, where rule-based expert systems offered direct interpretability, while modern ML models, often
”black boxes,” require statistical methods to approximate and explain their behavior [17]. Finally, in
XAI literature, global explanations clarify the overall behavior of a system, while local explanations



focus on the single decisions [14]. Similarly, in scientific explanation, there is a distinction between
top-down (global) approaches, which explain the structure of the entire system, and bottom-up (local)
approaches, which focus on the relationships and explanations of specific components [4].

Additionally, through this parallelism analogous concepts and vocabulary have emerged. We cite, for
example, the relationship between explanation and understanding, the importance of similarity, and the
existence of bona fide explanation criteria. Initially, scientific explanations were seen as purely logical
and detached from understanding [8]. Over time, however, pragmatic factors became increasingly
relevant. XAI similarly recognizes the need to tailor explanations to different users, leading to the
emergence of terms like ”interpretability” and ”understandability [18].” Surrogate models in XAI, which
provide simplified and interpretable versions of complexmodels, raise questions about their effectiveness
in fully explaining the original systems. On the other hand, formal XAI approaches aim to establish
rigorous links between the surrogate and the original model, ensuring that the explanation is valid.
This concern parallels debates in the philosophy of science, where the adequacy of explanations based
on similarity or familiarity is questioned [4]. Criteria for evaluating explanations are essential in both
XAI and epistemology for assessing the soundness of explanations. In fact, epistemology introduces
several criteria that guide the evaluation of good explanations, which can provide valuable insights for
XAI.

3. Conclusions

This article compared two different debates, scientific explanation, and XAI, in an attempt to assist XAI
discussion with a well-grounded philosophical foundation. We traced the history of their development,
criticisms that have arisen, and key concepts, examined through the epistemological lens. An intriguing
picture has emerged: the development of the debates followed a general common progression, specifically
from deductive to statistical explanations. Interestingly, similar concepts have independently emerged in
both fields. This work aims to bridge these two closely related, yet often separately discussed, domains,
serving as a guide to inspire further research.
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