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Abstract
We present a new reduction of inconsistency-tolerant query answering to acceptance in ADFs. In particular, we consider knowledge

bases (KBs) that use existential rules, and consider common inconsistency-tolerant semantics based on maximal consistent subsets.

While reductions of inconsistency-tolerant reasoning to argumentation frameworks have been considered before, we aim to obtain

a reduction that reflects the inference structure of the KB on a fine-grained level, so that they can be used to explain query answers

on the level of individual inference steps. In particular, in our ADFs, every node corresponds to a fact derived in the chase, and

acceptance conditions are used to relate facts using inference rules and integrity constraints. We show that our reduction satisfies

rationality postulates, and observe that common semantics of ADFs fail to fully reproduce inconsistency-tolerant query answering with

our reduction. We introduce a new semantics as refinement of the preferred semantics, which solves this problem, and analyze the

computational complexity of this new semantics in the general and in our case.
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1. Introduction
One of the main advantages of symbolic AI is explainability.

However, while most symbolic AI systems are explainable

in theory, in practice, providing human understandable ex-

planations remains a challenge that recently received a lot

of attention [1, 2, 3]. In this paper, we focus on symbolic

AI systems that are based on rule-languages, more partic-

ular extensions of datalog known as existential rules or

tuple-generating dependencies (TGDs) [4]. Such rules al-

low to formulate domain knowledge, which can then be

used in combination with a database to derive new facts to

be queried by the user. The extension of a database with

such a set of rules is then called a knowledge base (KB). This

framework is also relevant in the ontology-based data access

(OBDA) paradigm, since many ontologies can be translated

into rules in such languages [5]. The problem we are con-

cerned with is how to explain why a certain query answer

can be derived from the data.

While earlier works on explainability focus on providing

subsets of the data and/or rule sets as explanations [6, 7],

more recent work also incorporates individual inference

steps in the explanations [2, 8], to provide explanations in

the form of proofs, which allows users to understand not

only which facts are relevant for a query answer, but also

why those facts are relevant. However, these work rely on

classical semantics, and thus under the assumption that the

data is consistent with the background knowledge. In realis-

tic scenarios, this assumption cannot always be made, which

is why different inconsistency-tolerant semantics have been

introduced to allow to provide meaningful answers also for

inconsistent datasets. There are different approaches to ex-

plain query answers under inconsistency-tolerant semantics.

However, they all rely on directly linking sets of facts from

the database directly to the conclusion, and thus are not able

to provide more detailed explanations comparable to those

of proofs. For instance, [9] proposes to use argumentation
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frameworks (AFs) to represent inconsistency-tolerant rea-

soning, where each argument has itself a complex structure

consisting of a support (facts from the database) and con-
clusions (facts derivable from the support), but the relation

between those two sets is not explained.

Motivated by this short-coming, we introduce a new

translation of inconsistent KBs into Abstract Dialectical

Frameworks (ADFs) [10]. Similar to AFs, (ADFs) can be

visualized using directed graphs. However, while in AFs,

nodes represent abstract arguments, and edges depict con-

flicts (attack relations), in ADFs nodes can represent argu-

ments, propositions, or even statements. The edges between

them can signify attack, support, or even a combination of

both, depending on the specific context, which is formalised

using acceptance conditions in the form of propositional for-

mulas. Our translation is based on the chase, which is a

common formalism to capture inferences of rule-based KBs.

We represent every fact that is derived in the chase as node

in the ADF, and use acceptance conditions to encode the

role of this fact in the computation of the chase (which facts

does it depend on, how do other facts depend on it), as well

as possible conflicts with other derived facts. Since those

acceptance conditions are transparent and directly related

to the rules in the program, we believe that those ADFs can

be used to provide detailed explanations of query answers

under different inconsistency-tolerant semantics in a similar

way to proof-based explanations.

We show that the translated ADFs satisfy desirable ra-

tionality postulates for such a translation, when using the

well-established admissible and preferred semantics. How-

ever, it turns out that the preferred semantics does not cap-

ture the usual inconsistency-tolerant semantics of KBs [9],

which is why we introduce a new semantics, the min-𝑆′
-

max preferred interpretation, for which we show that it

does replicate standard inconsistency-tolerant semantics.

We analyze the computational complexity of deciding accep-

tance in ADFs under min-𝑆′
-max preferred interpretation,

and then look at the special case where the ADF is the re-

sult of our translation from an inconsistent KB. Thanks

to the syntacitcal shape of our acceptance conditions, we

are able to show that the complexity of acceptance under

min-𝑆′
-max preferred interpretation drops by one polyno-

mial, which allows us to (re-)prove complexity results for

inconsistency-tolerant query answering.
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2. Related Work
Since meaningful query answers cannot be obtained from

inconsistent KBs under classical semantics based on first or-

der logics, recent research has explored various approaches

to address this challenge. 1. Inconsistency-Tolerant Seman-
tics: This approach focuses on developing semantics for

query answering that can handle inconsistencies in the KB.

Some works define repairs, which are subsets of the KB that

are consistent, and then use these repairs to determine the

answer to a query [11, 7, 12] 2. Argumentation Formalisms:

Here, the KB is transformed into an argumentation frame-

work. The framework then identifies justification of argu-

ments [13, 14, 9].

While query answering has long been a cornerstone of

database research (e.g., [15, 16, 17]), recent research started

also looking closer on possible ways of explaining query

answers: [6] introduces a proof-theoretic approach for this

in the case the KB uses an ontology in DL-Lite. [2] considers

programs with existential rules, and provides explanations

that combine proofs and universal models based on the

chase. [7] tackles explaining query answers in the context

of inconsistency-tolerant query answering for existential

rules, focusing on three popular inconsistency-tolerant se-

mantics. While the focus of [11] is on querying inconsistent

description logic KBs, the paper also explores explaining

why a tuple is a (non-)answer under different semantics.

A number of works link argumentation and non-

monotonic reasoning. The process of converting KBs into

AFs has been a well-studied area (e.g., [14, 18, 19, 9]). How-

ever, with the exception of [9], those works consider propo-

sitional defeasible and default logics, while we are look-

ing at first-order theories (in particular: existential rules),

and inconsistency-tolerant semantics. Convering KBs into

AFs involves extracting arguments and their relationships

(support, attack) from the KB, creating an abstract repre-

sentation of arguments and their interconnections. This

abstraction offers several advantages: 1. Generality: The

framework can be applied across diverse domains like le-

gal reasoning, decision making, and diagnosis. 2. Content-
Independent Evaluation: Argument evaluation focuses solely

on structural relationships, independent of specific content

details. This evaluation is guided by semantics, as defined

in [20, 21]. 3. Explainability: Semantics can be interpreted

dialectically, allowing explanations for inferred conclusions

(e.g., [22, 23]).

However, abstraction also has limitations. While abstract

formalisms and their semantics aim to identify a conflict-

free set of arguments, these arguments might still not draw

rational conclusions when mapped back to the original

KB [24, 25]. Thus, a crucial question in literature is: how

do we construct an abstract formalism from a KB to draw

rational conclusions? [14, 24, 19, 25, 13] aims to retain the

theoretical and computational benefits of abstract argumen-

tation formalisms while addressing the instantiation chal-

lenges. [18] proposes rationality postulates as a set of crite-

ria for evaluating argumentation formalisms. Their work

emphasizes the importance of properties like closure and

direct/indirect consistency for ensuring well-founded rea-

soning processes.

Building on their previous work ([26, 27]), [19] explores

the characteristics an argumentation framework should pos-

sess to fulfill rationality postulates. These postulates act as

a set of constraints that guide the selection of arguments

within abstract formalisms, ensuring that the reasoning pro-

cess remains consistent and avoids conflicts present in the

underlying KB.

To leverage the advantages of abstract argumentation

formalisms—namely, systematically dealing with inconsis-

tencies and using the structure of the argumentation graph

to enhance transparency—the first task of this work is to

transform a KB to an abstract argumentation formalism.

The second task is to investigate whether the induced argu-

mentation formalism from the given KB satisfies rationality

postulates.

While several works have instantiated KBs into abstract

argumentation frameworks (AFs) and show that the result-

ing framework satisfies rationality postulates (e.g., [24, 18,

14] ), [13] presented an alternative approach by instantiat-

ing KBs in expressive generalization of AFs, i.e., abstract

dialectical frameworks (ADFs) [28, 29].

While [13] proposes a method for translating defeasible

theory bases (containing both defeasible and strict rules)

into Abstract Dialectical Frameworks (ADFs), in our work

we focuses on KBs containing only strict rules.

Since ADFs allow nodes to represent statements, each fact

from a strict KB can be directly translated into an abstract

node within the ADF. This simplified approach enables the

construction of the associated ADF from a KB in polynomial

time with respect to the size of a chase of a KB.

Furthermore, in our paper we show that the resulting ADF

satisfies the rationality postulates under preferred semantics.

Additionally, a new type of semantics for ADFs is introduced.

This new semantics is shown to be equivalent to the chase

procedure applied to a repair of the original KB.

3. Preliminaries
We assume the reader is familiar with basics of first-order

logics. Given sets 𝑁 and 𝑀 , we use 𝑁 |𝑀 as alternative

notation for 𝑁 ∩𝑀 .

3.1. Abstract Dialectical Frameworks
We summarize key concepts of ADFs [29, 28].

Definition 1. An abstract dialectical framework (ADF) is a
tuple 𝐷 = (𝑆,𝐿,𝐶) where:

1. 𝑆 is a set of statements (arguments, positions);

2. 𝐿 ⊆ 𝑆 × 𝑆 is a set of links among statements;

3. 𝐶 = {𝜙𝑠}𝑠∈𝑆 contains, for each 𝑠 ∈ 𝑆, a proposi-
tional formula 𝜙𝑠 over

par(𝑠) = {𝑏 ∈ 𝑆 | (𝑏, 𝑠) ∈ 𝐿}.

An ADF can be represented by a graph in which nodes

indicate arguments/statements and links show the relations

between them. Intuitively, the acceptance condition of each

statement clarifies under which conditions the statement

can be accepted.

An interpretation 𝑣 (for𝐷) is a function 𝑣 : 𝑆 ↦→ {t, f ,u}
that maps statements to one of the three truth values true
(t), false (f ), and undecided (u). 𝑣 is called two-valued if for

every 𝑠 ∈ 𝑆, 𝑣(𝑠) ∈ {t, f}. The trivial interpretation 𝑣u
satisfies 𝑣u(𝑠) = u for all 𝑠 ∈ 𝑆. For brevity, we sometimes

identify 𝑣 with the corresponding set of literals

{𝑠𝑖 | 𝑣(𝑠𝑖) = t} ∪ {¬𝑠𝑖 | 𝑣(𝑠𝑖) = f}.



For instance, 𝑣 = {𝑎 → f , 𝑏 → t, 𝑐 → u} corresponds

to {¬𝑎, 𝑏}. Furthermore, we set 𝑣t = {𝑠| 𝑣(𝑠) = t}. We

lift interpretations 𝑣 to propositional formulas 𝑣(𝜙) = 𝜙𝑣

over 𝑆, where 𝜙𝑣
is obtained from 𝜙 by replacing every

𝑠 ∈ 𝑆 by⊤ if 𝑣(𝑠) = t, by⊥ if 𝑣(𝑠) = ⊥, and keeping it if

𝑣(𝑠) = u. Given a statement 𝑠 ∈ 𝑆, 𝑠 is called acceptable
w.r.t. 𝑣 if 𝜙𝑣

𝑠 is irrefutable (a tautology). The semantics are

defined via the characteristic operator Γ𝐷 .

Definition 2. Let𝐷 be an ADF and let 𝑣 be an interpretation
of 𝐷. The charecteristic operator Γ𝐷 is defined by Γ𝐷(𝑣) =
𝑣′, where for each 𝑠 ∈ 𝑆, 𝑣′(𝑠) = t if 𝜙𝑣

𝑠 is irrefutable,
𝑣′(𝑠) = f if 𝜙𝑣

𝑠 is unsatisfiable, and 𝑣′(𝑠) = u, otherwise.

The information ordering <𝑖 on truth values is the small-

est ordering satisfying u <𝑖 t and u <𝑖 f . ≤𝑖 is the

reflexive closure of <𝑖. We extend ≤𝑖 to interpretations by

setting 𝑤 ≤𝑖 𝑣 if 𝑤(𝑠) ≤𝑖 𝑣(𝑠) for each 𝑠 ∈ 𝑆.

A semantics 𝜎 for ADFs now assigns to each ADF a set

of interpretations. Most types of semantics for ADFs are

based on the concept of admissibility. An interpretation 𝑣
for a given ADF 𝐷 is called admissible iff 𝑣 ≤𝑖 Γ𝐷(𝑣); it

is preferred iff 𝑣 is ≤𝑖-maximal admissible; it is complete
iff 𝑣 = Γ𝐷(𝑣); it is the grounded interpretation of 𝐷 iff 𝑣
is the least fixed point of Γ𝐷 ; it is a (two-valued) model iff

𝑣 is two-valued and Γ𝐷(𝑣) = 𝑣; it is stable iff 𝑣 is a two-

valued model of 𝐷 and 𝑣t = 𝑤t
, where 𝑤 is the grounded

interpretation of the stb-reduct 𝐷𝑣 = (𝑆𝑣, 𝐿𝑣, 𝐶𝑣), where

𝑆𝑣 = 𝑣t, 𝐿𝑣 = 𝐿 ∩ (𝑆𝑣 × 𝑆𝑣), and 𝜙𝑠[𝑝/⊥ : 𝑣(𝑝) = f ]
for each 𝑠 ∈ 𝑆𝑣

.

The set of all 𝜎 interpretations for an ADF 𝐷 is denoted

by 𝜎(𝐷), where 𝜎 ∈ {adm, prf, com, grd,mod, stb} abbre-

viates the different semantics in the obvious manner.

Definition 3. Let 𝜎 a semantics for ADFs, 𝐷 = (𝑆,𝐿,𝐶)
be an ADF, 𝑠 ∈ 𝑆 and 𝑣 and interpretation.

1. The verification problem, denoted by Ver𝜎(𝑣,𝐷),
asks whether 𝑣 ∈ 𝜎(𝐷).

2. The credulous acceptance problem, denoted by
Cred𝜎(𝑠,𝐷), asks if for some 𝑣 ∈ 𝜎(𝐷), 𝑣(𝑠) = t.

3. The skeptical acceptance problem, denoted by
Skept𝜎(𝑠,𝐷), asks if for each 𝑣 ∈ 𝜎(𝐷), 𝑣(𝑠) = t.

3.2. Existential Rules
An atom is an atomic formula 𝐴(𝑡⃗) for some predicate 𝐴,

which is ground if 𝑡⃗ contains only constants. An instance 𝐼 is

a set of first-order ground atoms, which is called a database
if it is finite. For convenience, we identify first-order inter-

pretations with instances. An existential rule is a first-order

formula of the form ∀𝑥⃗, 𝑦⃗𝜑(𝑥⃗, 𝑦⃗)→ ∃𝑧⃗𝜓(𝑦⃗, 𝑧⃗), and an in-
tegrity constraint is a formula of the form ∀𝑥⃗, 𝑦⃗𝜑(𝑥⃗, 𝑦⃗)→ ⊥,

where 𝜓(𝑦⃗, 𝑧⃗) are possibly empty conjunctions of atoms.

We call 𝜑(𝑥⃗, 𝑦⃗) the body, and ∃𝑧⃗𝜓(𝑦⃗, 𝑧⃗) the head of the

rule, and treat those conjunctions as sets, i.e. the order of

conjuncts is not relevant. Existential rules and integrity con-

straints are collectively called rules, and for convenience, we

leave out the universal quantification when writing them.

A program is a set 𝒫 of rules, and a knowledge base (KB) is

a tuple 𝒦 = ⟨𝒟,𝒫⟩ with 𝒟 a database and 𝒫 a program,

which we identify with the first-order theory 𝒟 ∪ 𝒫 .

A conjunctive query (CQ) is a first-order formula of the

form 𝑞(𝑥⃗) = ∃𝑦⃗𝜑(𝑥⃗, 𝑦⃗), where 𝜑(𝑥⃗, 𝑦⃗) is a conjunction of

DL Syntax Corresponding Rule
(A1) 𝐴 ⊑ 𝐵 𝐴(𝑥) → 𝐵(𝑥)
(A2) 𝐴1 ⊓𝐴2 ⊑ 𝐵 𝐴1(𝑥) ∧𝐴2(𝑥) → 𝐵(𝑥)
(A3) 𝐴 ⊓𝐵 ⊑ ⊥ 𝐴(𝑥) ∧𝐵(𝑥) → ⊥
(A4) 𝐴 ⊑ ∃𝑅.𝐵 𝐴(𝑥) → ∃𝑥.𝑅(𝑥, 𝑦) ∧𝐵(𝑦)
(A5) 𝐴 ⊑ ∀𝑅.𝐵 𝐴(𝑥) ∧𝑅(𝑥, 𝑦) → 𝐵(𝑦)
(A6) 𝐴 ⊑ ∃𝑅.Self 𝐴(𝑥) → 𝑅(𝑥, 𝑥)
(A7) 𝑅 ⊑ 𝑆 𝑅(𝑥, 𝑦) → 𝑆(𝑥, 𝑦)
(A8) 𝑅 ∘ 𝑆 ⊑ 𝑇 𝑅(𝑥, 𝑦) ∧ 𝑆(𝑦, 𝑧) → 𝑇 (𝑥, 𝑧)

Table 1
Axioms of Horn-𝒮ℛℐ , where 𝐴, 𝐴1, 𝐴2, 𝐵 are unary predicates,
𝑅, 𝑆 are binary predicates 𝑟 or their inverse 𝑟−, where we identify
𝑟−(𝑥, 𝑦) with 𝑟(𝑦, 𝑥). In the DL ℰℒ+, axioms of the form (A5)
and (A6) are not allowed, and neither are inverse roles.

atoms over 𝑥⃗, 𝑦⃗ and the set of constants. An answer to this

query is a vector 𝑐⃗ of constants s.t. 𝒦 |= 𝑞(𝑐⃗).
Query entailment for KBs can be characterized using the

chase, and in this paper, it is convenient to use the so-called

Skolem chase for this. To define the Skolem chase, we first

define the Skolemization𝒫𝑠𝑘 of𝒫 , which is obtained from𝒫
by replacing every existentially quantified variable 𝑧𝑖 in an

existential rule 𝜑(𝑥⃗, 𝑦⃗) → ∃𝑧⃗𝜓(𝑦⃗, 𝑧⃗) by the term 𝑓(𝑥⃗, 𝑦⃗),
where 𝑓 is a function symbol that is unique to that rule and

the variable 𝑧𝑖. The grounding 𝒫𝑐ℎ
𝒟 of 𝒫 wrt 𝒟 contains all

ground rules that can be obtained by replacing the variables

in𝒫𝑠𝑘 with terms obtained using the constants and function

symbols in 𝒫𝑠𝑘 ∪ 𝒟. Note that 𝒟 ∪ 𝒫𝑐ℎ
𝒟 is essentially a

possibly infinite set of propositional Horn formulas.

A ground existential rule can be applied on an instance 𝐼 if

its body occurs in 𝐼 , and the result of this application is then

obtained by adding its head to 𝐼 . The Skolem chase, denoted

by chase(𝒦), is now the fixpoint of a fair application of the

existential rules in 𝒫𝑐ℎ
𝒟 on 𝒟. Here, fair means that every

applicable rule is eventually applied.

It is well known that 𝒦 is consistent iff 𝐼 = chase(𝒦)
does not invalidate any integrity constraint in𝒫 . In this case,

for every CQ, the answers over 𝒦 are exactly the answers

over chase(𝒦).
In the context of this paper, we look at fragments of the

full language of existential rules. Many description logics

of the Horn-family can be translated into rules (see Table 1).

We focus on programs for which chase(𝒦) is finite, which

is for instance the case if

• 𝒫 is datalog, i.e. it contains neither existentially

quantified variables nor function symbols, or

• 𝒫 is cycle-restricted (see [30] for a formal definition).

3.3. Inconsistency-Tolerant Reasoning
Since no meaningful query answers can be obtained un-

der the usual first-order semantics if 𝒦 |= ⊥, several

inconsistency-tolerant semantics based on ABox repairs

have been proposed in the literature [31].

Definition 4 (ABox repair). An ABox repair for a KB 𝒦 =
⟨𝒟,𝒫⟩ is a ⊆-maximal 𝒟′ ⊆ 𝒟 s.t. ⟨𝒟′,𝒫⟩ ̸|= ⊥. We use
Repairs(𝒟,𝒫) = Repairs(𝒦) to denote the set of all such
repairs.

In this paper, we focus on the following semantics for

inconsistency-tolerant query answering.

Definition 5. Given a KB 𝒦 = ⟨𝒟,𝒫⟩ a query 𝑞(𝑥⃗) and a
vector 𝑐⃗ of constants the length of 𝑥⃗,



𝐴1 𝐴𝑛

𝐵

𝐶1 𝐶𝑛 𝐷

𝐸

· · · · · ·

Figure 1: The acceptance condition of 𝐵 in the induced ADF
𝐷(𝒦) is 𝜙𝐵 = 𝜙1

𝐵 ∧𝜙2
𝐵 ∧𝜙3

𝐵 , such that 𝜙1
𝐵 =

⋀︀𝑛
𝑖=1 𝐶𝑖 → 𝐷,

𝜙2
𝐵 =

⋀︀𝑛
𝑖=1 𝐴𝑖, and 𝜙3

𝐵 = ¬𝐸, where
⋀︀𝑛

𝑖=1 𝐴𝑖 → 𝐵 ∈ 𝒫𝑐ℎ
𝒟 ,

𝐵 ∧
⋀︀𝑛

𝑖=1 𝐶𝑖 → 𝐷 ∈ 𝒫𝑐ℎ
𝒟 , and 𝐵 ∧ 𝐸 → ⊥ ∈ 𝒫𝑐ℎ

𝒟 .

1. 𝑐⃗ is an answer under AR semantics, in symbols
𝒦 |=AR 𝑞(𝑐⃗), if for every repair 𝒜′ ∈ Repairs(𝒦),
⟨𝒫,𝒜′⟩ |= 𝑞(𝑐⃗).

2. 𝑐⃗ is an answer under brave semantics, denoted
𝒦 |=brave 𝑞(𝑐⃗), if for some repair 𝒜′ ∈
Repairs(𝒦), ⟨𝒫,𝒜′⟩ |= 𝑞(𝑐⃗).

4. Induced ADF from a given KB
Our idea is to represent atoms in the chase directly as state-

ments in the ADF, and use links to capture rule inferences as

well as conflicts detected through integrity constraints. This

way, understanding why a query is entailed under a certain

semantics or not can be exhibited by navigating through the

graph and analyzing the propagation of facts and conflicts.

We show that our translation satisfies common rationality

postulates, but also that standard semantics for ADFs are not

able to reproduce usual semantics for inconsistency-tolerant

reasoning with our formalization. We thus introduce a new

semantics for ADFs called min-𝑆′
-max preferred semantics

(Definition 8). In particular, we will be able to show that

the extensions wrt that semantics correspond to chases of

repairs.

We focus on queries of a single atom, as more complex

queries can be reduced to them: for a given query 𝑞(𝑥⃗)←
∃𝑦⃗.𝜑(𝑥⃗, 𝑦⃗), we would simply add the rule 𝜑(𝑥⃗, 𝑦⃗)→ 𝑄(𝑥⃗),
where 𝑄 is a fresh predicate. Another assumption we make

w.l.o.g. is that integrity constraints always contain exactly

two atoms. Recall that 𝒫𝑐ℎ
𝒟 refers to the grounding of 𝒫 .

Definition 6 (Induced ADF). Let 𝒦 = ⟨𝒟,𝒫⟩ be KB. Its
induced ADF 𝐷(𝒦) = (𝑆𝒦, 𝐿𝒦, 𝐶𝒦) is defined as follows:

1. 𝑆𝒦 = chase(𝒦)

2. for each 𝐵 ∈ 𝑆𝒦, 𝐶𝒦 contains the acceptance condi-
tion 𝜙𝐵 of 𝐵 defined as 𝜙𝐵 = 𝜙1

𝐵 ∧ 𝜙3
𝐵 if 𝐵 ∈ 𝒟,

and otherwise as 𝜙𝐵 = 𝜙1
𝐵 ∧ 𝜙2

𝐵 ∧ 𝜙3
𝐵 , where,

𝜙1
𝐵 =

⋀︁{︀ 𝑛⋀︁
𝑖=1

𝐶𝑖 → 𝐷 | 𝐵 ∧
𝑛⋀︁

𝑖=1

𝐶𝑖 → 𝐷 ∈ 𝒫𝑐ℎ
𝒟 ,

𝐶𝑖 ∈ 𝑆𝒦, 𝐷 ∈ 𝑆𝒦
}︀

𝜙2
𝐵 =

⋁︁{︀ 𝑛⋀︁
𝑖=1

𝐴𝑖 |
𝑛⋀︁

𝑖=1

𝐴𝑖 → 𝐵 ∈ 𝒫𝑐ℎ
𝒟 , 𝐴𝑖 ∈ 𝑆𝒦

}︀
𝜙3

𝐵 =
⋀︁{︀
¬𝐸 | 𝐵 ∧ 𝐸 → ⊥ ∈ 𝒫𝑐ℎ

𝒟 , 𝐸 ∈ 𝑆𝒦
}︀

3. 𝐿𝒦 contains ⟨𝐴,𝐵⟩ for every 𝐴 and 𝐵 s.t. 𝐴 occurs
in 𝜙𝐵

Figure 1 shows a partial illustration of the induced ADF.

The intuition behind 𝜙3
𝐵 of 𝐵 is as follows: if there is an

integrity constraint 𝐵 ∧ 𝐸 → ⊥, and 𝐵,𝐸 ∈ chase(𝒦),
then 𝐵 and 𝐸 cannot be both in the chase of a repair.

𝜙2
𝐵 intuitively ensures that every accepted statement is

justified through inferences in the chase, starting from the

facts in a repair. If 𝐵 is a head of some rule, 𝐵 is in the

chase of a repair 𝒜′
iff all the premises (body) of at least

one of the rules are in the chase of 𝒜′
.

Finally, the intuition behind 𝜙1
𝐵 is as follows: if 𝐵 occurs

in the body of a rule and all atoms in the body are satisifed,

then the head𝐷 has to be satisfied as well. If the acceptance

condition of𝐷 makes it impossible for𝐷 to be satisfied, e.g.

because 𝐷 conflicts with another atom that we assigned to

true, then 𝐵 cannot be accepted either, since otherwise a

rule in 𝒫 would not be satisfied in the interpretation.

We demonstrate the soundness of our transformation.

To achieve this, we adopt a two-step approach. First, we

establish the rationality of the constructed ADF. We do this

by verifying that the induced ADF satisfies the well-known

rational postulates for argumentation formalisms [24, 32],

under preferred and min-𝑆′
-max preferred semantics, as

presented in Section 4.1.

Second, we investigate the correspondence between in-

terpretations of our ADFs and KB repairs. We illustrate

with examples why the current semantics of ADFs is in-

sufficient for capturing exactly the set of repairs and their

chases. We then define a new semantics based on a subclass

of preferred interpretations, and show that this semantics

does allow us to reproduce query entailment under stan-

dard inconsistency-tolerant semantics using credulous and

skeptical acceptance.

Before going to the formal proofs, we illustrate the trans-

formation process with some examples. We first look at the

consistent case.

Example 1. Let 𝒦 = ⟨𝒟,𝒫⟩ be KB such that 𝒟 = {𝐴(𝑎)}
and 𝒫 = {𝐴(𝑥) → 𝐵(𝑥)}. Then the chase of 𝒦 is
{𝐴(𝑎), 𝐵(𝑎)}. The set of statements in the induced ADF
𝐷(𝒦) is 𝑆𝒦 = {𝐴(𝑎), 𝐵(𝑎)}. The acceptance conditions are

𝜙𝐴(𝑎) : ⊤ → 𝐵(𝑎) 𝜙𝐵(𝑎) : 𝐴(𝑎)

𝐷(𝒦) has two preferred interpretations: 𝑣1 = {𝐴(𝑎), 𝐵(𝑎)}
and 𝑣2 = {¬𝐴(𝑎),¬𝐵(𝑎)}, and only 𝑣2 is a stable model of
𝐷(𝒦).

Intuitively, a repair of a KB is a maximal consistent set of

facts from the database. Similarly, a preferred interpretation

of an ADF contains the maximal information (w.r.t. ≤𝑖-

ordering) about the acceptance of statements. In Example 1,

while interpretation 𝑣1 accepts both 𝐴 and 𝐵, 𝑣2 rejects

both. The repair of 𝒦 is 𝑣1
t|𝒟 , and 𝑣t1 is the chase of this

repair. Thus, although preferred interpretations contain the

maximum information about the acceptance of the state-

ments, since all statements that support each other in a loop

can be assigned to f together in a preferred interpretation,

the set of preferred interpretations does not coincide with

the set of repairs of the associated KB. Moreover, this ex-

ample demonstrates a distinction between the set of stable

interpretations of the induced ADF and the repairs of the

given KB. Example 2 contains an integrity constraint.

Example 2. Let 𝒦 = ⟨𝒟,𝒫⟩ be KB such that 𝒟 =
{𝐴(𝑎), 𝐶(𝑎)} and 𝒫 = {𝐴(𝑥) → 𝐵(𝑥), 𝐶(𝑥) →
𝐷(𝑥), 𝐵(𝑥) ∧ 𝐷(𝑥) → ⊥}. Then the set of statements



in 𝐷(𝒦) is 𝑆𝒦 = {𝐴(𝑎), 𝐵(𝑎), 𝐶(𝑎), 𝐷(𝑎)} and the ac-
ceptance conditions are

𝜙𝐴(𝑎) : ⊤ → 𝐵(𝑎) 𝜙𝐶(𝑎) : ⊤ → 𝐷(𝑎)

𝜙𝐵(𝑎) : 𝐴(𝑎) ∧ ¬𝐷(𝑎) 𝜙𝐷(𝑎) : 𝐶(𝑎) ∧ ¬𝐵(𝑎)

ADF 𝐷(𝒦) has two preferred interpretations:

𝑣1 = {𝐴(𝑎), 𝐵(𝑎), ¬𝐶(𝑎), ¬𝐷(𝑎)}
𝑣2 = {¬𝐴(𝑎), ¬𝐵(𝑎), 𝐶(𝑎), 𝐷(𝑎)}.

Observe that 𝑣t1 ̸⊆ 𝑣t2 and 𝑣t2 ̸⊆ 𝑣t1. Both 𝑣t1|𝒟 and 𝑣t2|𝒟 are
repairs for 𝒦, furthermore 𝑣t1 and 𝑣t2 coincide with the chases
of the repairs of 𝒦.

While in Example 2, the set of preferred interpretations

and the set of repairs coincide, we will later see that this is

not always the case. Before we further explore the relation-

ship between ADF semantics and the set of repairs for the

KB in Section 4.2, we show that the induced ADF satisfies

the rationality postulates defined in [24, 32].

4.1. Rationality Postulates
The first postulate requires that 𝜎-interpretations should

be closed under rule-applications, which in our case are

captured by the chase.

Postulate 1 (Closure). Given KB 𝒦 = ⟨𝒟,𝒫⟩, 𝐷(𝒦) satis-
fies closure for semantics 𝜎 iff for any 𝜎-interpretation 𝑣, it
holds that 𝑣t = chase(𝑣t).

Another crucial property of induced ADFs is consistency.

The literature [18] defines two levels of consistency: direct
consistency and indirect consistency.

Definition 7. Given KB 𝒦 = ⟨𝒟,𝒫⟩, its induced ADF 𝐷𝒦,
we call an interpretation 𝑣 is consistent if for each 𝐴∧𝐵 →
⊥ ∈ 𝒫𝑐ℎ

𝒟 s.t. 𝑣(𝐴) = t, we have 𝑣(𝐵) ̸= t.

Postulate 2 (Direct Consistency). Given KB 𝒦 = ⟨𝒟,𝒫⟩
and its induced ADF𝐷(𝒦),𝐷(𝒦) satisfies direct consistency

for semantics 𝜎 iff each 𝜎-interpretation 𝑣 is consistent.

Postulate 3 (Indirect Consistency). Given KB 𝒦 = ⟨𝒟,𝒫⟩
and its induced ADF 𝐷(𝒦). 𝐷(𝒦) satisfies indirect consis-

tency for semantics 𝜎 iff for each 𝜎-interpretation 𝑣, Cl(𝑣) is
consistent.

We show that the induced ADF defined in Definition 6

satisfy those rationality postulates under admissible seman-

tics.

Theorem 1. For every KB 𝒦,𝐷(𝒦) satisfies closure for ad-
missible semantics.

Proof. Let 𝒦 = ⟨𝒟,𝒫⟩. We show that for each admissible

interpretation 𝑣 of 𝐷(𝒦), chase(𝑣t) = 𝑣t. 𝑣t ⊆ chase(𝑣t)
follows directly from the definition of the chase, so that

we only need to show chase(𝑣t) ⊆ 𝑣t. Let

⋀︀𝑛
𝑖=1𝐴𝑖 →

𝐵 ∈ 𝒫𝑐ℎ
𝒟 be such that 𝐴𝑖 ∈ 𝑣t for each 1 ≤ 𝑖 ≤ 𝑛.

We need to show that then, 𝐵 ∈ 𝑣t. It follows from 𝜙1
𝐴𝑖

in the acceptance condition of each 𝐴𝑖, and the fact that

𝑣 is admissible, that is if 𝑣(𝐴𝑖) = t for each 𝐴𝑖, then

(
⋀︀

𝑗 ̸=𝑖𝐴𝑗 → 𝐵)𝑣 ≡ ⊤. Thus, since 𝑣(𝐴𝑖) = t for each

1 ≤ 𝑖 ≤ 𝑛, we obtain 𝑣(𝐵) = t. Hence, Cl(𝑣) = 𝑣t for

each admissible interpretation 𝑣.

Theorem 2. For every KB 𝒦, 𝐷(𝒦) satisfies direct consis-

tency for admissible semantics.

Proof. Toward a contradiction, assume 𝐷(𝒦) does not sat-

isfy direct consistency for admissible semantics. Thus, there

exists an admissible interpretation 𝑣 of 𝐷(𝒦), and there

exists 𝐴 ∧ 𝐵 → ⊥ ∈ 𝒫𝑐ℎ
𝒟 s.t., 𝐴,𝐵 ∈ 𝑣t. Since, by Def-

inition 6, ¬𝐵 is in the acceptance condition of 𝐴 and 𝑣 is

admissible, if 𝑣(𝐵) = t, we must have 𝑣(𝐴) = f . Thus, the

assumption that 𝐴,𝐵 ∈ 𝑣t cannot be true.

Corollary 3. For every KB 𝒦, 𝐷(𝒦) satisfies indirect con-

sistency for admissible semantics.

Proof. This follows from Theorem 1 and Theorem 2.

4.2. Minmax-preferred semantics for ADFs
Since a preferred interpretation of an ADF is a ≤𝑖-maximal

admissible interpretation, the preferred semantics of ADFs

can be a candidate for evaluating ABox repair semantics of

the associated KB𝒦. In Example 2 (an inconsistent KB), each

preferred interpretation of the induced ADF corresponds

to a repair of the original KB, 𝒦. However, in Example 1

(a consistent KB), only one of the preferred interpretations,

which is not a stable model, is a repair. This demonstrates

that stable models of the induced ADF do not have to cor-

respond to repairs. Examples 1–2 indicate that, if 𝑣t|𝒟
should coincide with a repair of 𝒦, 𝑣t|𝒟 needs to be subset-

maximal among preferred interpretations. This is however

not sufficient, as it is illustrated by Example 3.

Example 3. Let 𝒦 = ⟨𝒟,𝒫⟩ be a KB such that 𝒟 =
{𝐴(𝑎), 𝐵(𝑎)} and 𝒫 contains the following rules:

𝐴(𝑥) ∧𝐵(𝑥)→ ⊥ 𝐴(𝑥) ∧𝐵(𝑥)→ 𝐶(𝑥)

𝐴(𝑥) ∧𝐵(𝑥)→ 𝐷(𝑥) 𝐷(𝑥)→ 𝐶(𝑥) 𝐶(𝑥)→ 𝐷(𝑥)

We have as acceptance conditions:

𝜙𝐴(𝑎) : ¬𝐵(𝑎) ∧ (𝐵(𝑎)→ 𝐶(𝑎)) ∧ (𝐵(𝑎)→ 𝐷(𝑎))

𝜙𝐵(𝑎) : ¬𝐴(𝑎) ∧ (𝐴(𝑎)→ 𝐶(𝑎)) ∧ (𝐴(𝑎)→ 𝐷(𝑎))

𝜙𝐶(𝑎) : ((𝐴(𝑎) ∧𝐵(𝑎)) ∨𝐷(𝑎)) ∧𝐷(𝑎)

𝜙𝐷(𝑎) : ((𝐴(𝑎) ∧𝐵(𝑎)) ∨ 𝐶(𝑎)) ∧ 𝐶(𝑎)

The following is a preferred interpretation that maximises
𝑣t|𝒟 , and indeed contains a repair:

𝑣 = {𝐴(𝑎),¬𝐵(𝑎), 𝐶(𝑎), 𝐷(𝑎)}

However, the facts 𝐶(𝑎) and 𝐷(𝑎) are not entailed by that
repair, and should not be considered for inconsistency tolerant
query answers.

To reproduce inconsistency-tolerant semantics, our inter-

pretations do not only need to capture the repairs, but also

their entailments, as produced by the chase. Together, our

examples illustrate what needs to be done to obtain a se-

mantics that fully characterizes entailments of repairs. First,

we need to maximize the set of statements that correspond

to facts from the database. This aligns with the definition

of repairs to be subset-maximal consistent subsets of the

database. In addition, we have to minimize the set of de-

rived statements, to reflect the minimality of the chase that

contains only facts that can be deduced from the database.

In Definition 8, we define a new type of semantics for

ADFs called min-𝑆′
-max preferred semantics, which uses



as parameter a set 𝑆′ ⊆ 𝑆 of statements to be maximized.

While our definition is generic to any set 𝑆′
, we will later

instantiate 𝑆′
with 𝒟, to address the first point made above.

An interpretation 𝑣 is considered min-𝑆′
-max preferred

if it is maximal not only with respect to the ≤𝑖 ordering

but also with respect to ⊆ concerning 𝑆′ ⊆ 𝑆. That is,

𝑣t|𝑆′ = 𝑣t ∪ 𝑆′
has to be maximal among the preferred

interpretations. Furthermore, 𝑣t has to be minimal w.r.t.

⊆ relation among all chosen interpretation in the previous

step.

Definition 8. Let𝐷 = (𝑆,𝐿,𝐶) be an ADF, and let𝑆′ ⊆ 𝑆.
An interpretation 𝑣 is min-𝑆′-max preferred interpretation
(for 𝐷), in symbols 𝑣 ∈ min-𝑆′-max-prf(𝐷), iff 𝑣 ∈ prf(𝐷)
and

1. 𝑣t|𝑆′ is maximal among all preferred interpretations
of 𝐷, i.e., if 𝑤 ∈ prf(𝐷), then 𝑣t|𝑆′ ̸⊂ 𝑤t|𝑆′ ,

2. 𝑣t is minimal among all 𝑤 ∈ prf(𝐷) s.t. 𝑣t|𝑆′ =
𝑤t|𝑆′ , i.e., 𝑤t ̸⊂ 𝑣t for any such 𝑤.

Note that the order of the conditions in Definition 6 is

crucial. First, we select a preferred interpretation 𝑣 as a

candidate. The first condition checks if 𝑣t|𝑆′ is maximal

among all 𝑤t|𝑆′ , where 𝑤 ∈ prf(𝐷). Then, the second

condition verifies if 𝑣t is minimal among the interpretations

chosen in the first step.

Returning to Example 3, we observe that for 𝑆′ = 𝒟, 𝑣 is

not min-𝒟-max preferred, since 𝐶(𝑎) and 𝐷(𝑎) contradict

the minimality criterion, but assigning those statements

to f , we obtain a min-𝒟-max preferred interpretation, which

corresponds to the chase of a repair as required.

Lemma 4. Let 𝐷 = (𝑆,𝐿,𝐶) be an ADF, and let 𝑆′ ⊆ 𝑆.

1. Every ADF has at least one min-𝑆′-max preferred
interpretation w.r.t. 𝑆′.

2. Every min-𝑆′-max preferred interpretation is a pre-
ferred interpretation.

3. min-𝑆′-max preferred semantics differs from preferred
semantics.

4. min-𝑆′-max preferred semantics differs from stable
semantics.

Proof. Every ADF has at least one preferred interpreta-

tion. Among these preferred interpretations, there exists at

least one interpretation 𝑣 such that 𝑣t|𝑆′ is subset-maximal

among all 𝑤t|𝑆′ , where 𝑤 is a preferred interpretation. Fur-

thermore, within this set of interpretations, there exists at

least an interpretation 𝑣 such that 𝑣t is minimal among all

𝑤, where 𝑤t = 𝑣t and 𝑤 ∈ prf(𝐷).
The second item is evident from the definition of the

min-𝑆′-max-prf semantics, as presented in Definition 8.

This definition states that the set of all min-𝑆′-max-prf for

𝐷 is a subset of the set of all preferred interpretations of 𝐷.

The last two items are shown by our examples.

Returning to our induced ADFs, since every min-𝑆′
-max

preferred interpretation is admissible, we have the following

result.

Corollary 5. Given KB 𝒦 = ⟨𝒟,𝒫⟩ and its induced
ADF 𝐷(𝒦). 𝐷(𝒦) satisfies all three rational postulates for
min-𝑆′-max-prf semantics (for any 𝑆′).

4.3. Repair Semantics for KBs coincide with
Minmax-Preferred Semantics for ADFs

Our final aim is to show that our induced ADFs can be used

for inconsistency-tolerant query answering. In particular,

we want to show that atomic query entailment under AR
and brave semantics corresponds to skeptical and credu-

lous acceptance under min-𝑆′
-max preferred semantics for

the case 𝑆′ = 𝒟, i.e. under min-𝒟-max preferred seman-

tics. For this, we need to show that min-𝒟-max preferred

interpretations do indeed capture the set of chases of ABox

repairs.

We first show how admissible interpretations can be con-

structed from repairs.

Lemma 6. Given a KB 𝒦 = ⟨𝒟,𝒫⟩, 𝒜′ ∈ Repairs(𝒦),
and let 𝑤 be an interpretation of 𝐷(𝒦) s.t. for each 𝐵 ∈ 𝑆𝒦,
𝑤(𝐵) = t if 𝐵 ∈ chase(𝒜′), and 𝑤(𝐵) = f otherwise.
Then, 𝑤 is admissible.

Proof. We have to show that 𝑤(𝐵) = Γ𝐷𝒦(𝑤)(𝐵) if

𝑤(𝐵) ∈ {t, f}. Let 𝜙𝐵 = 𝜙1
𝐵 ∧ 𝜙2

𝐵 ∧ 𝜙3
𝐵 be the accep-

tance condition of𝐵 in𝐷(𝒦), as introduced in Definition 6,

where for convenience, we set 𝜙2
𝐵 = ⊤ in case 𝐵 ∈ 𝒟.

Assume that 𝑤(𝐵) = t. To show that 𝑤 is an admissible

interpretation, we show that Γ𝐷𝒦(𝑤)(𝐵) = t. For this, we

need to show that 𝜙𝑤
𝐵 ≡ ⊤, in particular that 𝑤(𝜙1

𝐵)
𝑤 ≡

(𝜙2
𝐵)

𝑤 ≡ (𝜙3
𝐵)

𝑤 ≡ ⊤. Toward a contradiction, assume

that (𝜙𝐵)
𝑤 ̸≡ ⊤. Since 𝑤 is two-valued, then (𝜙𝐵)

𝑤 ≡ ⊥,

which means that (𝜙1
𝐵)

𝑤 ≡ ⊥, (𝜙2
𝐵)

𝑤 ≡ ⊥, or (𝜙3
𝐵)

𝑤 ≡
⊥.

• First, we assume that (𝜙1
𝐵)

𝑤 ≡ ⊥. That is, there

exists 𝐵 ∧
⋀︀𝑛

𝑖=1 𝐶𝑖 → 𝐷 ∈ 𝒫𝑐ℎ
𝒟 such that

(
⋀︀𝑛

𝑖=1 𝐶𝑖 → 𝐷)𝑤 ≡ ⊥, i.e., 𝑤(𝐶𝑖) = t for each

𝑖, but 𝑤(𝐷) = f . However, if 𝑤(𝐶𝑖) = t, then

by the definition of 𝑤, 𝐶𝑖 ∈ chase(𝒜′). Since

𝐶𝑖 ∈ chase(𝒜′) for each 𝑖, and 𝐵 ∈ chase(𝒜′),
our rule in 𝒫 applies and𝐷 ∈ chase(𝒜′). It follows

that 𝑤(𝐷) = t by construction. This is a contra-

dicts our assumption, so that (𝜙1
𝐵)

𝑤 ≡ ⊥ cannot

hold. Consequently, (𝜙1
𝐵)

𝑤 ̸≡ ⊥.

• Next, assume that (𝜙2
𝐵)

𝑤 ≡ ⊥. Then, for each⋀︀𝑛
𝑖=1𝐴𝑖 → 𝐵 ∈ 𝒫𝑐ℎ

𝒟 , there must exist an 𝑖, s.t.,

𝑤(𝐴𝑖) = f . By the definition of interpretation 𝑤,

then 𝐴𝑖 ̸∈ chase(𝒜′). If for each

⋀︀𝑛
𝑖=1𝐴𝑖 → 𝐵 ∈

𝒫𝑐ℎ
𝒟 , there exists 𝑖, s.t., 𝐴𝑖 ̸∈ chase(𝒜′), 𝐵 cannot

be derived, and 𝐵 ̸∈ chase(𝒜′), so that 𝑤(𝐵) = f .

This is a contradiction by the assumption that

𝑤(𝐵) = t. We obtain that (𝜙2
𝐵)

𝑤 ̸≡ ⊥.

• Finally, assume that (𝜙3
𝐵)

𝑤 ≡ ⊥. That is, there

exists 𝐵 ∧ 𝐸 → ⊥ ∈ 𝒫𝑐ℎ
𝒟 s.t., 𝑤(¬𝐸) = f , i.e.,

𝑤(𝐸) = t. By the definition of interpretation 𝑤,

𝑤(𝐸) = t implies that 𝐸 ∈ chase(𝒜′). This is

a contradiction by the assumption that 𝒜′
is a re-

pair because 𝐵 ∈ chase(𝒜′) and 𝐸 ∈ chase(𝒜′)
would then imply that𝒜′

is inconsistent. We obtain

(𝜙3
𝐵)

𝑤 ̸≡ ⊥.

Thus, if 𝑤(𝐵) = t, then (𝜙1
𝐵)

𝑤 ≡ (𝜙2
𝐵)

𝑤 ≡ (𝜙3
𝐵)

𝑤 ≡ ⊤,

which implies Γ𝐷(𝒦)(𝑤)(𝐵) = t.

Next we show that if𝑤(𝐵) = f , then Γ𝐷(𝒦)(𝑤)(𝐵) = f .

Assume𝑤(𝐵) = f andΓ𝐷(𝒦)(𝑤)(𝐵) = t. This means that



(𝜙𝐵)
𝑤 ≡ ⊤, and in particular, (𝜙2

𝐵)
𝑤 ≡ ⊤, which could

be due to some rule

⋀︀𝑛
𝑖=1𝐴𝑖 → 𝐵 ∈ 𝒫𝑐ℎ

𝒟 s.t. 𝑤(𝐴𝑖) = t,

or because 𝐵 ∈ 𝒟
First assume there is

⋀︀𝑛
𝑖=1𝐴𝑖 → 𝐵 ∈ 𝒫𝑐ℎ

𝒟 s.t. 𝑤(𝐴𝑖) =
t. By our construction, 𝐴𝑖 ∈ chase(𝒜′), which implies

𝐵 ∈ chase(𝒜′) by definition of the chase. This contradicts

𝑤(𝐵) = f , and thus (𝜙2
𝐵)

𝑤
must be contradictory, and

consequently also (𝜙𝐵)
𝑤 ≡ ⊥.

Assume otherwise that 𝐵 ∈ 𝒟. We show that this

would imply that chase(𝒜′) ∪ {𝐵} is consistent, contrary

to the assumption that 𝒜′
is a repair. We first show that

chase(𝒜′) ∪ {𝐵} = chase(𝒜′ ∪ {𝐵}). Assume there is

a rule 𝐵 ∧ 𝐶1 ∧ . . . ∧ 𝐶𝑛 → 𝐷 ∈ 𝒫𝑐ℎ
𝒟 that is applicable

on chase(𝒜′) ∪ {𝐵}, that is, 𝐶1, . . ., 𝐶𝑛 ∈ chase(𝒜′).
From latter, it follows by construction that 𝑤(𝐶𝑖) = t
for all 1 ≤ 𝑖 ≤ 𝑛. Moreover, by construction of 𝜙𝐵 ,

𝐶1 ∧ . . . ∧ 𝐶𝑛 → 𝐷 occurs as conjunct in 𝜙1
𝐵 , and since

(𝜙1
𝐵)

𝑤 ≡ ⊤, we must have 𝑤(𝐷) = t and 𝐷 ∈ chase(𝒜′).
That means, the conclusion of every rule that is applica-

ble on chase(𝒜′) ∪ {𝐵} is already in chase(𝒜′), so that

indeed chase(𝒜′ ∪ {𝐵}) = chase(𝒜′) ∪ {𝐵}. It remains

to show that 𝒜′ ∪ {𝐵} is consistent, for which we now

only have to show that there is no 𝐸 ∧𝐵 → ⊥ ∈ 𝒫𝑐ℎ
𝒟 s.t.

𝐸 ∈ chase(𝒜′). For any such integrity constraint, because

(𝜙3
𝐵)

𝑤 ≡ ⊤ and 𝜙3
𝐵 contains ¬𝐸 as conjunct, 𝑤(𝐸) = f ,

and by construction of 𝑤, 𝐸 ̸∈ chase(𝒜′). We obtain that

𝒜′ ∪ {𝐵} is consistent, contrary to the initial assumption

that 𝒜′
is a repair. Correspondingly, the assumption that

𝑤(𝐵) = f and Γ𝐷𝒦(𝑤)(𝐵) = t cannot be true.

We obtain that 𝑤 = Γ𝐷𝒦(𝑤), and thus that it is an

admissible interpretation of 𝐷𝒦.

Using Lemma 6, we first show that, if we restrict our

attention to those statements that correspond to database

facts, then indeed do min-𝒟-max preferred interpretation

capture the set of repairs. That is, the maximizing part of

our semantics works as intended.

Lemma 7. For every𝒜′ ∈ Repairs(𝒦), there exists a min-
𝒟-max preferred interpretation 𝑤 of 𝐷(𝒦) s.t. 𝑤t|𝒟 = 𝒜′,
and for every min-𝒟-max preferred interpretation𝑤 of𝐷(𝒦),
there exists 𝒜′ ∈ Repairs(𝒦) s.t. 𝒜′ = 𝑤t|𝒟 .

Proof. (⇒) Assume that 𝒜′ ∈ Repairs(𝒦). We show

that 𝐷(𝒦) has a min-𝒟-max preferred interpretation 𝑤
s.t., 𝒜′ = 𝑤t|𝒟 . We construct 𝑤 based on 𝒜′

as in the

proof for Lemma 6. The constructed interpretation is an ad-

missible interpretation of 𝐷(𝒦). Furthermore, since each

𝐵 ∈ 𝑆𝒦 is either assigned to t or f , 𝑤 is a preferred and

two-valued model of 𝐷(𝒦).
It remains to show that𝑤 is a min-𝒟-max preferred inter-

pretation of 𝐷(𝒦). Toward a contradiction, assume that 𝑤
is not a min-𝒟-max preferred interpretation of 𝐷(𝒦). That

is, either

1. 𝑤t|𝒟 is not maximal among all preferred interpre-

tations of 𝐷(𝒦), which means there exists 𝑢 ∈
prf(𝐷(𝒦)) s.t., 𝑤t|𝐷 ⊂ 𝑢t|𝒟 ;

2. or, there exists 𝑢 ∈ prf s.t., 𝑤t|𝐷 = 𝑢t|𝒟 , but 𝑢t ⊂
𝑤t

.

We first show that Item 1 cannot occur. Toward a con-

tradiction, we assume that there exists 𝑢 ∈ prf(𝒟) s.t.,

𝑤t|𝐷 ⊂ 𝑢t|𝒟 . Set 𝒜′′ = 𝑢t|𝒟 . By construction, 𝒜′′ ⊆ 𝒟
and 𝒜′ ⊂ 𝒜′′

. We can furthermore show that 𝒜′′
is

consistent: because 𝑢 is preferred, by Theorem 1 we can

apply Postulate 1 (closure), which by induction implies

chase(𝒜′′) ⊆ 𝑢t
. Moreover, 𝑢 must satisfy Postulate 2

(consistency), chase(𝒜′′) does not invalidate any integrity

constraints. This means that 𝒜′′
is consistent, so that 𝒜′

cannot be maximal and consistent, and thus not a repair.

Next, we show that Item 2 cannot occur. Assume that

there exist a preferred interpretation 𝑢 s.t., 𝑤t|𝐷 = 𝑢t|𝒟 ,

but 𝑢t ⊂ 𝑤t
. If 𝑢t ⊂ 𝑤t

, then there exists 𝐴 ̸∈ 𝑢t
,

and 𝐴 ∈ 𝑤t
. By construction, 𝑤t = chase(𝒜). Fur-

thermore, chase(𝒜′) = chase(𝑤t|𝒟) = chase(𝑢t|𝒟), be-

cause 𝑢t|𝒟 = 𝑤t|𝒟 , by our assumption. We obtain that

𝐴 ∈ chase(𝑢t|𝒟) but 𝐴 ̸∈ 𝑢t
, so that 𝑢t ⊂ chase(𝑢t|𝒟).

This means there must be rules in 𝒫 that are applicable on

𝑢t
but not applied, which contradicts Postulate 1, which by

Theorem 1 means that 𝑢 cannot be a preferred extension,

contrary to our initial assumption that 𝑢 ∈ prf(𝐷).
(⇐) Assume that 𝑤 is a min-𝒟-max preferred interpreta-

tion. Let𝒜′ = 𝑤t|𝒟 . We show that𝒜′ ∈ Repairs(𝒦), for

which we need to show that𝒜′
is consistent and a maximal

subset of 𝒟 with that property.

First, we show that 𝒜′
is consistent. If 𝒜′

were in-

consistent, then there would be an integrity constraint

𝐴 ∧ 𝐵 → ⊥ ∈ 𝒫𝑐ℎ
𝒟 s.t. 𝐴, 𝐵 ∈ chase(𝒜′). By re-

peated application of Postulate 1 (closure), we obtain that

chase(𝒜′) = chase(𝑤t|𝒟) ⊆ 𝑤t
, which would imply that

𝐴, 𝐵 ∈ 𝑤t
, contradicting Postulate 2 (consistency).

Next we have to show that 𝒜′
is maximal. Toward a

contradiction assume that 𝒜′
is not maximal. Thus, there

exits 𝒜′′
s.t., 𝒜′ ⊂ 𝒜′′

and 𝒜′′
is consistent.

In the same way as in the first part of this proof, we can

construct a min-𝒟-max preferred interpretation interpreta-

tion 𝑢 s.t. 𝑢|𝒟 = 𝒜′′
. But then, we have found an interpre-

tation 𝑢 ∈ prf(𝐷(𝒦)) s.t. 𝑤t|𝒟 ⊂ 𝑢t|𝒟 , contradicting that

𝑤 is min-𝒟-max preferred interpretation.

To be able to answer queries, which rely on derived facts,

we need to also make sure that the chase is correctly re-

flected in our interpretations. Intuitively, we have to show

that also the minimizing part of our interpretations works

as intended.

Lemma 8. For every𝒜′ ∈ Repairs(𝒦), there exists a min-
𝒟-max preferred interpretation 𝑤 of 𝐷(𝒦) s.t. chase(𝒜′) =
𝑤t, and for every min-𝒟-max preferred interpretation 𝑤,
there exists 𝒜′ ∈ Repairs(𝒦) s.t. chase(𝒜′) = 𝑤t.

Proof. The first direction follows directly from construc-

tions we already used: the interpretation constructed in

Lemma 6 based on any repair 𝒜′
satisfies chase(𝒜′) = 𝑤t

,

and is shown to be min-𝒟-max preferred interpretation.

For the other direction, let 𝑤 be a min-𝒟-max preferred

interpretation of 𝐷(𝒦). By Lemma 7 there exists 𝒜′ ∈
Repairs(𝒦) s.t. 𝒜′ = 𝑤t|𝒟 . Applying Postulate 1 (clo-

sure), we obtain chase(𝒜′) ⊆ 𝑤t
. By the previous direc-

tion, there exists a min-𝒟-max preferred interpretation 𝑣
s.t., chase(𝒜′) = 𝑣t. We obtain 𝑣t ⊆ 𝑤t

, which by the

minimality condition of the Definition 8 (Item 2), implies

𝑤t = 𝑣t. Hence, chase(𝒜′) = 𝑤t
.

Corollary 9. For every consistent KB 𝒦, the induced ADF
has a unique min-𝒟-max preferred interpretation.

Proof. This follows from the fact a consistent KB has exactly

one repair, so that every min-𝒟-max preferred semantics

would have to capture exactly its chase.



Note that the converse of Corollary 9 does not hold: con-

sider the KB 𝒦 = ⟨𝒟,𝒫⟩ s.t., 𝒟 = {𝐴(𝑎), 𝐵(𝑎)} and

𝒫 = {𝐴(𝑥) → ⊥}. 𝒦 has one repair, the induced ADF

exactly one min-𝒟-max preferred interpretation, but 𝒦 is

inconsistent.

Theorem 10. Given a KB 𝒦 = ⟨𝒟,𝒫⟩ a query 𝑞(𝑥⃗) and a
vector 𝑐⃗ of constants the length of 𝑥⃗. Let𝐷(𝒦) be the induced
ADF of 𝒦.

1. 𝑐⃗ is an answer of 𝑞(𝑥⃗) under AR semantics, iff
Skeptmin-𝒟-max-prf(𝑞(𝑐⃗), 𝐷(𝒦)) is satisfied.

2. 𝑐⃗ is an answer of 𝑞(𝑥⃗) under brave semantics, iff
Credmin-𝒟-max-prf(𝑞(𝑐⃗), 𝐷(𝒦)) is satisfied.

Proof. By Theorem 8, for every 𝒜′ ∈ Repairs(𝒦), there

exists a min-𝒟-max preferred interpretation 𝑣 of 𝐷(𝒦)
s.t. chase(𝒜′) = 𝑣t, (and vice versa). Therefore, 𝑐⃗ is an

answer of 𝑞(𝑥⃗) under AR semantics, i.e., for every repair

𝒜′ ∈ Repairs(𝒦), ⟨𝒫,𝒜′⟩ |= 𝑞(𝑐⃗), iff for each min-𝒟-

max preferred interpretation 𝑣 (of 𝐷(𝒦)), 𝑣(𝑞(𝑐⃗)) = t,

since chase(𝒜′) = 𝑣t, i.e., iff Skeptmin-𝒟-max-prf(𝑞(𝑐⃗), 𝐷(𝒦))
is satisfied.

Similarly, 𝑐⃗ is considered an answer of 𝑞(𝑥⃗) under brave
semantics if for some repair 𝒜′ ∈ Repairs(𝒦), ⟨𝒫,𝒜′⟩ |=
𝑞(𝑐⃗), if and only if there exists an min-𝒟-max preferred

interpretation 𝑣 (of 𝐷(𝒦)), such that 𝑣(𝑞(𝑐⃗)) = t, since

chase(𝒜′) = 𝑣t, i.e., iff Credmin-𝒟-max-prf(𝑞(𝑐⃗), t, 𝐷(𝒦)) is

satisfied.

5. Complexity
We first analyze the complexity of our new semantics for

the standard reasoning tasks of ADFs [33], before looking

at the specific ADFs that are induced from KBs through our

construction in Section 5.2.

We make use of standard complexity classes of the poly-

nomial hierarchy [34]. In particular, P is the class of decision

problems decidable in polynomial time, NP is the class of

decision problems decidable in polynomial time with a non-

deterministic algorithm. The class ΣP
𝑖 contains all decision

problems decidable in non-deterministic polynomial time

with access to an oracle in ΣP
𝑖−1 (i.e., a problem in ΣP

𝑖−1

can be decided in constant time), for 𝑖 > 0, ΣP
0 = P and

ΣP
1 = NP. Class ΠP

𝑖 is the complementary class of ΣP
𝑖 .

5.1. Complexity of min-𝑆′-max preferred
semantics on ADFs

Theorem 11. It holds that Vermin-𝑆′-max-prf is in ΠP
3 for ADFs.

Proof. Consider an arbitrary instance of the problem, that

is, a given ADF 𝐷 = (𝑆,𝐿,𝐶), a three-valued interpreta-

tion 𝑣 and 𝑆′ ⊆ 𝑆. We show membership in ΣP
3 for the

complementary problem of 𝑣 not being a min-𝑆′
-max pre-

ferred interpretation.

The algorithm guesses an interpretation 𝑤, checks 𝑤 ∈
prf(𝐷) (in ΠP

2 [32]), and whether any of the following is

satisfied:

1. 𝑣 ≤𝑖 𝑤

2. 𝑣t|𝑆′ ⊂ 𝑤t|𝑆′

3. 𝑤|𝑆′ = 𝑣|𝑆′ and 𝑤t ⊂ 𝑣t

𝜎 Cred𝜎 Skept𝜎 Ver𝜎
adm ΣP

2 -c trivial coNP-c
prf ΣP

2 -c ΠP
3 -c ΠP

2 -c
min-𝑆′-max-prf in ΣP

4 in ΠP
4 ΠP

3 -c
(for induced ADFs) in NP in coNP in P

Table 2
Complexity under min-𝑆′-max preferred semantics of ADFs and
of the induced ADF from a KB.

If any of the above items is successful, then 𝑣 ̸∈
min-𝑆′-max-prf(𝐷). Thus, the complementary problem

Vermin-𝑆′-max-prf(𝑣,𝐷) is in ΣP
3 . From this it follows that the

verification problem is in ΠP
3 for ADFs.

Theorem 12. It holds that Credmin-𝑆′-max-prf is in ΣP
4 for

ADFs.

Proof. Let 𝐷 = (𝑆,𝐿,𝐶) be an arbitrary ADF, 𝑠 ∈
𝑆. To check if there exists a min-𝑆′

-max preferred in-

terpretation 𝑣 satisfying 𝑣(𝑠) = t, guess an interpre-

tation 𝑣 with 𝑣(𝑠) = t, and then verify whether 𝑣 ∈
min-𝑆′-max-prf(𝐷). According to Theorem 11, verifying

whether 𝑣 ∈ min-𝑆′-max-prf(𝐷) is in ΠP
3 . Thus, the com-

bined guessing and checking process results in NPΠP
3 = ΣP

4 .

Theorem 13. It holds that Skeptmin-𝑆′-max-prf is in ΠP
4 for

ADFs.

Proof. Given an ADF 𝐷 = (𝑆,𝑅,𝐶), and a statement

𝑠, answering Skeptmin-𝑆′-max-prf(𝑠,𝐷) involves considering

the complementary problem. In this case, we determine

whether there exists a min-𝑆′
-max preferred interpretation

𝑣 in which 𝑠 is not assigned to t. As per Theorem 11, the task

of checking if 𝑣 is a min-𝑆′
-max preferred interpretation of

𝐷 is in ΠP
3 . Thus, Skeptmin-𝑆′-max-prf(𝑠,𝐷) is in ΠP

4 .

5.2. Complexity of min-𝒟-max preferred
semantics on the induced ADFs

The hardness results in the previous subsection all depend

on the fact that already the admissibility-problem is coNP-

complete for ADFs. The ADFs we define in Definition 6 have

a specific syntactic form that allows us to show admissibility

in polynomial time.

Lemma 14. The verification problem under admissible se-
mantics of ADFs 𝐷 = (𝑆,𝐿,𝐶) induced by KBs is in P.

Proof. To decide whether 𝑣 is admissible, we have to deter-

mine whether 𝑣 ≤𝑖 Γ𝐷(𝑣). We show that Γ𝐷(𝑣) can be

computed in polynomial time, which shows that this test is

possible in polynomial time as well.

To compute Γ𝐷(𝑣), we need to determine, for each

𝐴 ∈ 𝑆, whether 𝑣(𝜙𝐴) is irrefutable, unsatisfiable, or con-

tingent (Definition 2). Fix some such𝐴. We describe a deter-

ministic procedure to compute Γ𝐷(𝑣)(𝐴). Roughly, we try

to find a disjunction 𝜙2
𝐴 which is irrefutable or contigent

together with 𝜙1
𝐴 ∧𝜙2

𝐴. We describe the procedure for each

disjunct in the following. Each such disjunct is of the form⋀︀𝑛
𝑖=1𝐵𝑖 and corresponds to a rule

⋀︀𝑛
𝑖=1𝐵𝑖 → 𝐴 ∈ 𝒫𝑐ℎ

𝒟 .

To check satisfiability, we attempt to extend 𝑣 to a satisfying

interpretation𝑤. If for some 𝑖 ∈ {1, . . . , 𝑛}, 𝑣(𝐵𝑖) = f , we

know that this disjunct cannot be satisfied in any extension



of 𝑣. Otherwise, we build a partial valuation 𝑣0 based on

𝑣 by setting 𝑣0(𝐵𝑖) = t for every 1 ≤ 𝑖 ≤ 𝑛, 𝑣0(𝐴
′) = 𝑣

for every other atom 𝐴′
s.t. 𝑣(𝐴′) ̸= u, and 𝑣(𝐴′) = u

for the remaining atoms. Then we iteratively go through

the rules in 𝒫𝑐ℎ
𝒟 that are relevant for the acceptance condi-

tion. In particular, we try to generate a sequence of partial

valuations 𝑣0, . . ., 𝑣𝑚 as follows, where 𝑖 ≥ 0:

1. If𝜙1
𝐴 contains an implication𝐴1∧. . .∧𝐴𝑛 → 𝐵 s.t.

𝑣𝑖(𝐴𝑖) = t for 1 ≤ 𝑖 ≤ 𝑛 and 𝑣𝑖(𝐵) = u, continue

with 𝑣𝑖+1 which extends 𝑣𝑖 by 𝑣𝑖+1(𝐵) = t.

2. If 𝜙3
𝐴 contains a conjunct ¬𝐸 with 𝑣𝑖(𝐸) = t, we

know that the current disjunct cannot be satisfied.

3. If 𝜙1
𝐴 contains an implication 𝐴1 ∧ . . . ∧𝐴𝑛 → 𝐵

s.t. 𝑣𝑖(𝐴𝑖) = t for 1 ≤ 𝑖 ≤ 𝑛 and 𝑣𝑖(𝐵) = f , we

know that the current disjunct cannot be satisfied.

If for none of the disjuncts, we are successful, we know that

𝜙𝑣
𝐴 cannot be satisfied by any valuation, and we can set

Γ𝐷(𝑣)(𝐴) = f . If we manage to find a partial valuation 𝑣𝑚
on which no more steps can be applied, we found a partial

way of satisfying the acceptance condition, which means

we know that 𝜙𝑣
𝐴 is satisfiable, but not yet whether it is

also irrefutable. For this, we just need to check whether

there is some atom 𝐴′
s.t. 𝑣(𝐴′) ̸= 𝑣𝑚(𝐴′). If there is not,

our process confirmed that all conjuncts of 𝜙𝑣
𝐴 are already

satisfied by 𝑣, and we can set Γ𝐷(𝑣)(𝐴) = t. If there is, we

can find a valuation 𝑣′ that makes 𝜙1
𝐴∧𝜙3

𝐴 with the current

disjunct false by setting 𝑣′(𝐴) = f and 𝑣′(𝐴′) = 𝑣𝑚(𝐴′)
for all other atoms. If we cannot find a disjunct that justifies

𝑣′(𝐴) = t, but showed satisfiability, we consequently can

set Γ𝐷(𝑣)(𝐴) = u.

But indeed, we know that more complexities go down:

Theorem 15. For ADFs induced by KBs, Vermin-𝒟-max-prf is in
P, Credmin-𝒟-max-prf in NP and Skeptmin-𝒟-max-prf in coNP.

Proof. Consider an arbitrary instance of the problem, that

is, a KB 𝒦 = ⟨𝒟,𝒫⟩, the induced ADF 𝐷(𝒦), and a three-

valued interpretation 𝑣 (for 𝐷). By Lemma 8, if 𝑣 is a min-

𝒟-max preferred interpretation, then there exists 𝒜′ ∈
Repairs(𝒦) s.t. chase(𝒜′) = 𝑣t. Instead of checking if 𝑣
is a min-𝒟-max preferred interpretation, we check if there

is a repair𝒜′
s.t. chase(𝒜′) = 𝑣t. In this case, by Lemma 7,

𝒜′ = 𝑣t|𝒟 is a repair. Thus, first we check if 𝑣t|𝒟 is a repair.

If it is, we check if chase(𝑣t|𝒟) = 𝑣t. Both steps can be

done in polynomial time. Therefore, Vermin-𝒟-max-prf is in P.

For Credmin-𝒟-max-prf, to check if there exists min-𝒟-

max preferred interpretation 𝑣 satisfying 𝑣(𝑠) = t,

guess an interpretation with 𝑣(𝑠) = t and verify if

𝑣 ∈ min-𝒟-max-prf(𝐷). Verification is in P. Therefore,

Credmin-𝒟-max-prf is in NP. For Skeptmin-𝒟-max-prf we consider

the complementary problem, i.e., we check if there is a

𝑣 ∈ min-𝒟-max-prf(𝐷), s.t. 𝑣(𝑠) ̸= t.

We can use Theorem 15 directly to (re-)prove upper

bounds for various settings of inconsistency-tolerant rea-

soning. As is common, we look at the decision problem

corresponding to query answering, which is the query en-
tailment problem which checks whether for a given instanti-

ated query 𝑞(𝑐⃗), 𝒦 |= 𝑞(𝑐⃗). Recall that for data complexity,

we assume the size of the program is fixed, while for com-
bined complexity we assume both database and program to

be given by the input.

Theorem 16. Atomic query entailment under AR/brave
semantics is in coNP/NP

• data complexity for datalog programs and acyclic
Horn-𝒮ℛℐ programs,

• combined complexity for ℰℒ+.

Proof. The first results rely only on the size of chase(𝒟),
since the size of the induced ADF is polynomial in it. For

Horn-𝒮ℛℐ , we observe by inspection of the rules in Table 1

that for a fixed acyclic program, each Skolem term contains

exactly one variable, and consequently, each Skolem term

in chase(𝒟) contains exactly one constant, and its nesting

depth is determined only by 𝒫 . Consequently, the number

of terms in chase(𝒟), as well as of atoms, is also polynomial

in the size of 𝒟.

It remains the case of ℰℒ+, and here we have to be a bit

more clever, since the chase can in general be exponential

in size. Instead of building the ADF from the chase, we

construct a representative chase of polynomial size that we

use as basis for the ADF. For this, we convert 𝒫 into a

program 𝒫 ′
by replacing all rules of the form (A3) by

𝐴(𝑥)→ 𝑟(𝑥, 𝑐𝐵) ∧𝐵(𝑐𝐵),

where 𝑐𝐵 is a fresh constant introduced for𝐵. chase(𝒜,𝒫 ′)
can now be computed in polynomial time by simple forward-

chaining. One can also show that for every subset 𝒜′ ⊆
𝒜, there is an homomorphism from chase(𝒜,𝒫) into

chase(𝒜,𝒫 ′) that maps every element to an element satis-

fying the same unary predicates. Using this, one can show

that query answers can directly be determined based on the

ADF induced from chase(𝒜,𝒫 ′).

6. Conclusion
We proposed a method for using ADFs to answer queries

over inconsistent KBs. ADFs are useful for this task because

they offer an abstract way to represent statements and argu-

ments. To construct our framework, we consider each atom

in the chase of a KB as an abstract node or statement. This

eliminates the need to explicitly build statements within the

ADF. We showed that the induced ADFs satisfy rationality

postulates, and introduced a new semantics for ADFs that

is needed to reproduce inconsistency-tolerant semantics for

KBs. Finally, we gave some complexity upper bounds for

this new semantics, which in the general case are higher

than for preferred semantics, but substantially lower for the

ADFs obtained with our construction.

In the future, we want to improve the complexity bounds

and provide matching lower bounds for the general case

of our new semantics. Furthermore, we want to investi-

gate how our ADFs can be used to provide explanations of

query answers for inconsistency-tolerant KBs to end-users.

An idea could be to extend the graphical, interactive proof-

exploration tool Evonne [1], to explore the structure of the

ADF induced by the KB starting from the atom correspond-

ing to the query answer.
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