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Abstract
Large language models (LLMs) are flexible, personalizable, and available, which makes their use within Intelligent Tutoring Systems
(ITSs) appealing. However, that flexibility creates risks: inaccuracies, harmful content, and non-curricular material. Ethically deploying
LLM-backed ITS systems requires designing safeguards that ensure positive experiences for students. We describe the design of a
conversational system integrated into an ITS, and our experience evaluating its safety with red-teaming, an in-classroom usability test,
and field deployment. We present empirical data from more than 8,000 student conversations with this system, finding that GPT-3.5
rarely generates inappropriate messages. Comparatively more common is inappropriate messages from students, which prompts us to
reason about safeguarding as a content moderation and classroom management problem. The student interaction behaviors we observe
provide implications for designers—to focus on student inputs as a content moderation problem—and implications for researchers—to
focus on subtle forms of bad content.
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1. Introduction
The capabilities of Large Language Models (LLMs) have
led to a surge of interest in applying them to educational
settings, including for automated tutoring, personalized
learning, and adaptive assessment [1, 2]. A particularly
promising application of LLMs is integrationwith Intelligent
Tutoring Systems (ITSs), as they can combine the structured
pedagogical processes and vetted curricula of ITSs and the
flexibility and personalization enabled by conversational
interfaces [3, 4, 5, 6].

Integrating LLMs into ITSs enables answering student
questions, summarizing concepts, creating customized hints,
and recontextualizing learning materials [7, 8, 3]. However,
the use of LLMs in educational applications also raises con-
cerns regarding potential risks, including the generation
of toxic language, implicit biases, and inaccurate informa-
tion, as well as inappropriate use by students [9, 10, 11, 12].
These risks become particularly important when designing
educational applications that directly interact with students
e.g. via a chat interface, necessitating a focus on the safety
and accuracy of model-generated responses to students.

Recent advancements in LLMs have led to improvements
in mitigating some of the most distressing behaviors of early
generations, such as toxicity, wildly inaccurate information,
and discussions of illegal or taboo topics [13, 14]. While this
progress is welcome, it has also revealed a range of more
subtle potential problems. For instance, small hallucinations
(e.g., confusing “2𝜋r” with “𝜋𝑟2”) may lead to persistent
misconceptions [15]. Additionally, younger students might
be more likely to anthropomorphize models and develop
emotionally charged relationships with them [16, 17], and
models tend to present an “average” view of the Anglophone
internet which might not be appropriate in certain cultural
contexts [18, 19].
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Less discussed is howmodels should handle inappropriate
or potentially offensive student inputs, as well as honest
questions on politically or culturally sensitive topics. For
example, if a student addresses an LLM application using
profane language, should the model ignore the profanity
and proceed, ask the student to stop using such language,
or request that the student rephrase the question? Similarly,
if a student asks an honest question about a potentially
charged political topic (e.g., “Is it okay to get pregnant before
you are married?”), should the model provide a standard “it
depends” answer, ignore the question, or inform the student
that they cannot discuss the topic?

Perhaps most seriously, if a student discloses some sort
of trauma or abuse they have suffered, how should the
model respond? While these are complex questions, they
are also ones that teachers and tutors deal with regu-
larly [20, 21, 22, 23]. Deciding how to respond to inappro-
priate or provocative student questions is a classic challenge
of classroom management [24, 25], carefully choosing how
to address and explain sensitive topics is a fraught area for
nearly all teachers [26, 27], and handling sensitive student
disclosures is such an important question that most school
systems have codified mandatory reporting rules for teach-
ers that specify which types of student disclosures must be
reported to school leadership, mental health professionals,
or law enforcement [28].

In this paper, we describe a system we designed for safe-
guarding student chats with an ITS and empirical data from
a field deployment of that systemwith usage frommore than
8,000 students. We formed a research collaboration with the
developers of Rori, a WhatsApp-based chatbot math tutor.
Rori is used primarily by low-income middle-school stu-
dents in Sierra Leone, Liberia, Ghana, and Rwanda both in
classroom settings and at home for math skills practice [29].
We designed a conversational experience for Rori’s users
that teaches them about growth mindset before they begin
math skill practice.

Dinan et al. identify three broad safety issues in conver-
sational systems: (a) instigator effects, in which the system
generates harmful content, (b) yea-sayer effects, in which
the system endorses or fails to object to harmful content,
and (c) imposter effects, in which the system provides incor-
rect or harmful advice [30]. To safeguard students during
that conversation, we designed a safety system consisting of
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Figure 1: Designing for safety: our process.

filters and corresponding actions whenmessages are flagged
by those filters. Across two studies, we find no evidence
of instigator or imposter effects but limited evidence of the
yea-sayer effect.

In study one, we assess the usability and ethical accept-
ability of the system in the classroom. In study two, we
deploy the system for use by students at home. The empiri-
cal evidence from these two studies provides implications
for designers—to focus on student inputs as a content mod-
eration problem—and implications for researchers—to focus
on subtle forms of bad content.

2. System Design
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Figure 2: The generative chat moderation system.

To design a safe generative chat experience, we imple-
mented a system on the basis of educator feedback and
through multiple phases of evaluation as shown in Figure 1.

Designing a semi-structured conversation. We chose
to implement a generative chat for encouraging a growth
mindset, an approach linked to positive educational out-
comes, including in mobile learning contexts [31, 32, 33].
We used a prompting approach that moves the conversa-
tion through multiple phases: introducing the concept of
a growth mindset, asking the student to reflect on a time
that practice has helped them, and identifying a specific
math skill that they want to practice. The system initi-
ates the conversation with the message “Do you agree with
the statement ‘Being smart is a choice you make, not the
way you are’?” and moves the student through various
conversational phases, as shown in Figure 3. During the
conversation, we detect standard navigation keywords (e.g.
“menu”) to navigate away from the conversation and on
to math skills practice. We limited the total conversation
length—a max of 8 turns during the usability test and 10
during the field deployment—to decrease the chance of ma-
jor digressions and to reduce any student frustration. By
designing the conversation as system-initiated rather than
student-initiated and ending each system message with a
question, we provide structure that keeps the conversation
flowing and focused on growth mindset.

Designing safety guardrails. To ensure students have
a safe experience during the conversation, we implemented
guardrails that would redirect or end the conversation. Each
student and system message is passed through a safety filter
that determines how the system will respond to the student.
Figure 2 demonstrates the final design. The safety filter
consists of (1) a word list and (2) a statistical moderation
model. Theword list—consisting only of unambiguous curse
words—is applied first. While a word list is rigid and inflexi-
ble, we chose to include it because it is easier for educators
and parents to reason about than a statistical model [34].

Conversation phases:
(simplified)
1. Ask: do you believe 

that "being smart is a 
choice you make"?

2. Growth mindset 
definition

3. Brain as muscle + 
exercise analogy

4. Ask student for 
something they have 
learned to do well

5. The importance of 
practice

6. Ask for math topic 
they find difficult

7. With growth mindset, 
student can improve 
their skills for that 
topic

Figure 3: A chat excerpt from the Rori WhatsApp interface and
a simplified view of the conversation phases.

The statistical model we used was OpenAI’s moderation API,
which predicts the presence of five high-level content cate-
gories and six sub-categories [35]. Each message is given a
score between 0 and 1 reflecting how likely that message is
to contain content in that category. We set the per-category
thresholds for which we would take system action based on
the red-teaming exercise.

Systemmoderation actions. Based on the assessed risk
of the message, we took one of two moderation actions in
response to student messages. We classified self-harm, sex-
ual/minors, and the two /threatening sub-categories as high
risk messages and the rest as low risk. In response to low
risk messages, we drop the students most recent message
from the prompted context and ask them to continue the
conversation with a more appropriate message. In response
to high risk messages, we end the conversation immedi-
ately with the message: “That sounds like a serious topic,
and a real person needs to look at this. They might try to
contact you to check on you. Until someone has reviewed
this, Rori will not reply.” We make an open source refer-
ence implementation of our moderation system available
on GitHub.1

Educator red-teaming. To evaluate the acceptability
of the conversation design and the safety guardrails, we
conducted an asynchronous red-teaming exercise. There
is considerable variation in red-teaming exercises [36]; the
purpose of our exercise was to qualitatively assess the ef-
fectiveness of the safety guardrails and to quantitatively set
initial per-category moderation thresholds. We recruited
17 Rising Academies educators and system designers to
adversarially probe the conversation design. Across 57 con-
versations, we received negative feedback on 39 messages
that should have been flagged, setting the thresholds appro-
priately. After small tweaks to the prompts, we observed no
obviously negative conversational experiences. We return
to the topic of subtly negative experiences in the discussion,
but we determined there to be minimal risk in proceeding
with a full usability assessment with students.

Monitoring. To ensure the safety of Rori student users,
we designed a continual monitoring procedure. We imple-

1https://github.com/DigitalHarborFoundation/chatbot-safety
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Table 1
Counts of students, conversations, and messages across two stud-
ies.

Students Conversations Messages

Usability Test 109 252 3,722
Field Deployment 8,168 8,755 126,278

mented data dashboards to review the most recent and the
riskiest conversations. Messages flagged as high-risk gener-
ate an email alert to an internal team. We designed a basic
reporting protocol for use with student users in the event of
particular sensitive disclosures e.g. sexual abuse or suicidal
thoughts.

3. Study 1: Student Usability Test

1 2 3 4 5 6 7 8 9 10 11

50
100
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17 21 15 14 8 13 14 12 0 0 0

Usability Test (n=252)
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Figure 4: Conversation length (as number of student messages)
for all conversations. Completion rate was higher during the
usability test (59.5%) than the field deployment (38.9%).

Table 2
Highest and 99th percentile of the OpenAI moderation scores
observed during the two studies. The highest possible value is 1.

Usability Test Field Deployment
Source Q99 Max Q99 Max

GPT-3.5 0.000 0.010 0.003 0.044
Student 0.002 0.045 0.030 0.989

In December 2023, 109 in-school students across 6 total
classrooms were instructed to use the growthmindset gener-
ative chat during a regularly-scheduled study hall using Rori
for math skills practice [29]. 252 conversations occurred
between December 13th and 15th. 60% of the conversations
were completed; the distribution of conversation lengths is
shown in Figure 4.2

At the end of the conversation, we asked students to rate
the conversation from one to five stars.3 The distribution of
ratings is shown in Table 3. Of the rated conversations, 16
conversations (6.3%) were rated less than five stars. Qual-
itative investigation of those 16 low-rated conversations
reveals no clear difference between those and 5-star conver-
sation; student messages in low-rated conversations were
non-significantly more likely to be single-word responses
(75.4% low-rated vs 65.4% five-star, 𝜒2=0.82, d.f.=1, 𝑝=0.36).

2Due to a bug that under-counted student messages, some conversations
continued an extra turn.

3Feedback request message: “Thank you for your time! How much did
you like the conversation?” A response modal labeled “Give us some

s!” has quick-reply buttons.

No student or GPT-3.5 student messages were flagged by
the safety filter. In particular, most GPT-3.5 and student
messages received low moderation scores across all cate-
gories. Table 2 shows summary statistics for the highest
score received across all categories: the highest-scoring
GPT-3.5 message received a score of 0.01 (“Oh, it seems like
you might not understand the question. Let me rephrase
it. Do you think that being smart is something that you
can choose to be, rather than something that you are born
with?”), while the highest-scoring student message received
a score of 0.05 (a typo).

It may be that the moderation API’s implicit values di-
verge from our own, such that false negatives occur and
harmful student messages are not flagged. To check, we
randomly sampled 100 student conversations, finding no
false negatives. Qualitatively, while some student messages
were playful or inappropriate in ways that would likely trig-
ger a response from a human tutor, we found our prompt
for GPT-3.5 effective at producing appropriate redirections
back to the current topic.

Taken together, these results suggest that the semi-
structured growth mindset conversation is acceptable for
broader use. Critically, the conversation design was effec-
tive at preventing messages that would trigger the safety
filter: we identified no obviously unacceptable student mes-
sages. We made minor adjustments to the prompts and
proceeded to a field deployment.

4. Study 2: Field Deployment
The growth mindset conversation was deployed publicly on
Feburary 13, 2024 for non-school users of Rori and incor-
porated as a component of the on-boarding process before
math skills practice begins. We analyzed the 126,278 mes-
sages between the feature launch and May 1, 2024.

4.1. Did GPT-3.5 generate objectionable
outputs?

No. Quantitatively, the highest-scoring system message
produced received a score of 0.044. During continual mon-
itoring, the researchers annotated GPT-3.5 messages and
determined none of them to be objectionable. The most
controversial messages were those generated in response to
student’s objectionable messages, which we discuss in the
next sections.

4.2. Did students write objectionable
messages?

Yes, but not very much. 0.31% of student messages received
a score in any moderation category of at least 0.1. Fewer
than 8 in 10000 messages were flagged. Table 4 summarizes
the moderation scores per-category. The most common
negative messages were harassing or sexual. Only one mes-
sage was flagged as high risk. After investigation by the
team, it was determined to be a false positive by the OpenAI
moderation model—the message should have been classified
as low risk, as it contained violent language that merited
corrective action but did not evidence self-harm. From an
investigation of the 27 conversations with flagged messages,
all flagged messages were determined to merit corrective
action.

3
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Table 3
Student conversation ratings during Study 1.

Rating none
# conversations 125 126 4 5 2 5

Table 4
OpenAI moderation scores by category for the 54,384 student
messages sent during the field deployment. In addition to the
99th percentile and maximum observed score over all student
messages, we show the number of messages with a score greater
than 0.1 and greater than 0.5.

Category Q99 Max 𝑛 ≥ 0.1 𝑛 ≥ 0.5

Harassment 0.011 0.989 141 36
Sexual 0.012 0.914 28 5
Hate 0.002 0.524 3 1
Violence 0.001 0.959 2 1
Self-harm/intent 0.001 0.743 1 1
Self-harm 0.001 0.531 1 1
Harassment/threatening 0.000 0.451 1 0
Hate/threatening 0.000 0.087 0 0
Violence/graphic 0.000 0.081 0 0
Self-harm/instructions 0.000 0.072 0 0
Sexual/minors 0.007 0.024 0 0

4.3. Did GPT-3.5 respond appropriately?
We investigated the messages generated in response to stu-
dent messages that were near the safety filter thresholds but
remained unflagged. 48 unflagged conversations contained
a message with a moderation score of at least 0.1. 40 of these
conversations included at least one student message that
warranted caution or a corrective statement from the system
response, and we deemed the GPT-3.5-generated responses
to be appropriately corrective in 37 of those cases. In 3
cases, the generated response ignored or equivocated when
a corrective message would have been warranted. This is a
subtler form of bad response: the yea-sayer effect [30].

5. Discussion

5.1. Key Findings
In this workshop paper, we described a system for con-
ducting safe generative chats inside of an existing ITS. We
found that the semi-structured conversation design we used
eliminated imposter effects, while safety filters for students’
inputs eliminated instigator effects. We found that it was
surprisingly straightforward to develop a prompt for GPT-
3.5 to respond appropriately to the vast majority of student
messages [37].

Instead, our attention was drawn to the more frequent
and more challenging problem of how to deal with inap-
propriate or otherwise sensitive student messages. In some
ways this challenge in analogous to the challenges of con-
tent moderation on online platforms, where the context
in which a comment exists is important, and policies that
are reasonable in many cases might be ineffective in edge
cases. As an example: how to handle questions regarding
contentious political or historical topics? In many cases
acknowledging that there are different valid opinions is a
good pedagogical approach, but in particularly sensitive or
egregious examples this “both-sideism” can be inappropri-

ate [38]. However, these are the types of challenges teachers
deal with constantly, and we believe that there is a research
opportunity here at the intersection of content moderation
and classroom management to develop appropriate system
actions in response to objectionable student messages.

Another important finding was that the process of red-
teaming was effective in its primary goal of identifying po-
tential risk. It had other benefits we did not expect: building
organizational confidence. We found that being transparent
about the shortcoming of our V1 approach and including
designers, educators, and researchers in the evaluation pro-
cess had the dual benefit of improving trust and soliciting
higher-quality feedback to improve the design.

5.2. Limitations & Future Research
The specific moderation actions we implemented are rea-
sonable starting points, and by classifying messages at two
risk levels we are able to positively redirect conversations
with pre-vetted messages [39]. While these corrective mes-
sages were written by educators, in the future we hope that
approaches from culturally-responsive classroom manage-
mentmight be combinedwith soliciting cultural background
information from students so that behavioral expectations
can be communicated more clearly and correctives can be
applied more appropriately [40, 41].

In the event of more serious disclosures, as with the mes-
sages we classify as high risk, we argue that our choice to
automatically end the conversation and move to human
review rather than attempting to generate an appropriate
LLM response in the moment is the more ethical one [42].
However, the specific approach we used of ending the con-
versation is not ideal; we might consider technical infras-
tructure that starts an in-chat support session with a human
or otherwise connects explicitly to contacts at the student’s
school.

We did observe evidence of the yea-sayer effect in re-
sponse to some objectionable student messages; future work
should explore opportunities for mitigating this effect. In
the mean time, designers should monitor for the prevalence
of yea-saying and consider technical approaches that explic-
itly model the appropriate corrective behavior.
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