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Abstract 
Student-generated constructed responses (i.e. through open response problems) are known to have a 
significant impact on reading and learning outcomes, but these types of tasks can be difficult to create and 
time-consuming to score. In this study we experiment with a number of generative and encoder-only large 
language models (LLMs) to create a Natural Language Processing (NLP) pipeline for automatically 
generating questions and scoring short constructed responses to those questions. Our pipeline is created as 
a component of a larger framework for intelligent texts. We present the steps taken in testing the LLMs to 
develop the pipeline, as well as the results from a preliminary study using the constructed response pipeline 
on human participants interacting with the Intelligent Texts for Enhanced Lifelong Learning (iTELL). We 
find that GPT-3.5 is effective at generating questions and reference correct answers. For scoring the 
constructed responses, we use two encoder models: BLEURT and MPNet. In our trial study, participants 
report positive experiences with the constructed response task, while giving suggestions about the accuracy 
and clarity of the feedback. 
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1. Introduction 
Constructed response items, in which students are 
prompted to provide an open-ended response to a question 
[31], are commonly used to assess reading comprehension 
because of their capacity to encourage active processing of 
information [33] and to improve learning relative to simply 
reading [32]. However, scoring of constructed responses 
can take considerable time and resources [14]. Recent 
advances in large language models (LLMs) have enabled 
the possibility of generating and scoring constructed 
response items automatically and at scale [29, 48]. 
Automatic generation of questions and automatic scoring 
of constructed responses to those questions using LLMs 
could have a significant impact on the capacity to deploy 
these types of constructed response questions. 

This study is part of a broader project to develop the 
Intelligent Texts for Enhanced Lifelong Learning (iTELL) 
framework. Intelligent texts, such as those generated by 
iTELL, are unlike static texts in that they are interactive 
and dynamically personalized to their users [6]. The iTELL 
framework ingests static texts on any content domain 
using a custom content preparation system that guides 
content editors through the process of formatting the text 
and reviewing AI-augmented content prior to publication. 
Text content in iTELL is augmented with keyphrase 
generation (used for writing feedback) and short answer 
question generation. The resulting webapp includes a 
number of interactive features, including annotation and 
highlighting, summary writing with automatic scoring 

[36], in-browser Python coding exercises, and the short 
constructed response items described in the current work.  

The purpose of iTELL is to allow teachers, 
administrators, supervisors, and other content creators to 
automatically generate intelligent texts on any subject 
area. The context of this study and its incorporation into 
the larger iTELL framework require a question generation 
pipeline based on LLMs with the opportunity for human 
intervention (i.e., human-in-the-loop [50]), as well as a 
response scoring pipeline based on LLMs that is fully 
automated. The pipeline must be content agnostic as well. 

The twin necessities for the pipeline to be both 
automated and content agnostic creates a unique machine 
learning and natural language processing (NLP) challenge 
that requires LLMs. Our pipeline can be divided into three 
parts: automatic question and reference answer 
generation, review and revision by a content editor, and 
automatic scoring of the constructed responses generated 
by users. We performed experiments with several LLMs 
and NLP methodologies for each task, which are described 
below. We also tested the pipeline with a group of 
participants in an online computer science course. 

2. Background 
The act of constructing knowledge rather than simply 
receiving it has been researched by academics interested in 
memory and education for many years. Early work by 
Jacoby [22] demonstrated that participants who were 
prompted to construct solutions to an orthographic task 
were twice as likely to recall the solutions than participants 
who simply read them. Working contemporaneously, 
Slamecka and Graf [42] found that memory for words 
generated by participants was greater than those simply 
read across several variations of the word recall task. 
Slameck and Graf refer to the phenomenon wherein 
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memory is improved through construction as the 
‘generation effect’. Subsequent research has confirmed that 
the generation effect is a stable and significant construct in 
learning [2, 7, 10, 34]. One meta-analysis of 86 studies 
indicated that construction may improve learning by 
almost half a standard deviation [4], while a later meta-
analysis of 310 experiments suggested that construction led 
to a 10 percentage-point increase in learning over reading 
[32]. 

Given the robust and well-documented impact of the 
generation effect on learning, especially when it is 
compared to just reading, it makes sense to examine how 
the generation effect can be leveraged to improve reading 
comprehension. Early research on reading comprehension 
questions focused on classifying questions according to 
Bloom’s Taxonomy [1], with lower-order skills including 
recall and paraphrasing, while higher-order inference skills 
include analysis, application, synthesis, evaluation, and 
creation [39]. Research on in-class reading comprehension 
questions found that the type of questions asked by 
teachers had a strong effect on the linguistic complexity of 
the students’ responses, with high-challenge (wh-word 
questions) eliciting more complex responses [5]. 

Research has also indicated that constructed response 
items elicit higher-level processing than multiple choice 
items [23], and there is robust evidence that tasks with 
lower constraints, such as constructed response tasks, 
more effectively elicit the generation effect than tasks with 
higher constraints, such as multiple-choice questions [16, 
32].  

Automatic short constructed-response question 
generation has a long history in the literature [28] and 
recent research has shown that generative models such as 
GPT can produce most question types with statistically 
significant validity [29, 48]. Until recently, however, 
constructed response items have been considered too time-
consuming and expensive to score [14], making them 
difficult to implement in the classroom. In fact, given the 
cost and complexity of grading constructed response items, 
some researchers have recommended phasing them out 
altogether [20]. However, recent advancements in artificial 
intelligence, specifically LLMs, have made it possible to 
score these types of items automatically at very low cost in 
time and money. 

Early work in automated scoring of constructed 
response items required content creators to employ 
content experts to manually define lists of target concepts 
[44, 45]. Alternatively, techniques such as latent semantic 
analysis have been used, provided that the model was 
provided with correct answers or hints [9]. With the 
advent of transformer-based LLMs [47] and especially 
encoder-only models such as Bidirectional Encoder 
Representations from Transformers (BERT) [11], 
automated scoring of constructed responses became 
attainable. For example, Jung, Tyack, and Davier [24] 
trained a neural network to predict human scores of four 
items, while researchers in another study [37] were able to 
train DeBERTa [19] to score ten math items. However, in 
both studies large training sets were required and the 

models were unable to generalize to items other than the 
items they were trained on. 

While previous research has used deep learning 
methods to attain high scoring accuracy when given very 
large, labelled training sets of the items to be scored, our 
goal is to create a general, domain agnostic pipeline for 
automatic question generation and automatic constructed 
response scoring for use in iTELL. Our constructed 
response pipeline includes both question generation and 
the scoring of constructed responses to those questions. As 
such, this study is guided by three research questions: 

RQ1: Can LLMs be leveraged to automatically generate 
constructed response questions and correct responses 
within iTELL? 

RQ2: Can open source, encoder-only LLMs be utilized 
to automatically score constructed responses in iTELL? 

RQ3: What are users’ experiences with automated 
constructed response generation and scoring feedback 
informed through LLM in the context of iTELL? 

3. Study 1: Constructed Response 
Generation 

3.1. Method 
The first phase of the constructed response pipeline is 
question generation, which takes place in iTELL’s content 
preparation system. During content development, a 
content editor segments each page of a text into “chunks” 
of text, or several paragraphs on a specific subtopic, which 
are stored in a database. Some of these chunks, such as 
learning objectives, glossaries, and exercises are 
disregarded for the purposes of constructed response 
generation. For the remaining chunks, iTELL generates 
constructed response questions during content creation. 
We experimented with GPT-3.5 for generating constructed 
response questions and answers, which was state-of-the-
art at the time of design. 

Unlike the original transformer architecture described 
by Vaswani et al. [47], which included both encoder and 
decoder blocks, the Generative Pretrained Transformer 
(GPT) family of models are auto-regressive, meaning that 
they predict the next sequence of tokens using only the 
tokens already provided [17, 46]. The power of GPT comes 
from its massive parameterization (117 million parameters 
for GPT-1 up to 175 billion for GPT-3 [25]) and its 
proprietary training set. The training process includes 
Reinforcement Learning through Human Feedback 
(RLHF), wherein a reward model is trained on human 
preferences, then the reward model is used as a reward 
function to finetune the model [38]. GPT-3.5 achieves good 
results in benchmark tests [27], suggesting that it might be 
appropriate for our purposes. 

To determine the accuracy of LLMs in generating 
constructed response questions based on a source text, we 
used GPT-3.5. Our source text was the Principles of 
Macroeconomics 2nd Edition textbook available from 
OpenStax [18]. This electronic text comprises 523 
subsections with a mean length of 332.96 words (SD = 
236.38). We first randomly sampled 20 subsections and 



generated questions of three different question types 
(recall, summary, and inference) for each subsection using 
GPT-3.5. In total, we generated sixty questions using a 
simple prompting strategy of providing the passage and 
prompting the model to generate a question based on the 
passage of the appropriate question type. The questions 
were scored by human raters on a three-point scale {0, 1, 
2}. A score of 0 indicates that the question was either 
incoherent or unrelated to the context. A score of 1 
indicates that the question was coherent and related to the 
context, but of the wrong question type. A score of 2 
indicates that the question was coherent, related to the 
context, and of the correct question type. 

We next tested GPT’s ability to generate correct 
reference answers. The answers were also rated by human 
raters using a binary scale, {0, 1}, with score of 0 indicating 
that the answer was incoherent or wrong and a score of 1 
indicating that the answer was correct. In both cases, each 
question or answer was scored by two raters with a third 
rater arbitrating in cases of disagreement. 

3.2. Results 
The human scores for the constructed response questions 
developed by GPT-3.5 reported a Cohen’s Kappa of 0.65, 
representing reasonable interrater reliability. Ratings 
indicated that GPT-3.5 generated questions that were 
coherent and related to the source in 100% of cases. The 
questions had an average length of 12.48 words (sd = 4.63). 
However, 35% (n = 21) of the 60 generated questions were 
found to be of the wrong question type, with the model 
primarily generating recall questions regardless of how it 
was prompted. 

For the reference answers to the questions, raters 
reported perfect agreement for GPT-3.5, with both raters 
finding that all answers were coherent and correct. The 
answers had a mean length of 16.13 words (sd = 9.90). As a 
result of this study, we decided to use GPT-3.5 for the 
generation of both constructed response questions and 
correct reference answers within iTELL for the constructed 
response tool. However, because of the lower accuracy in 
generating questions of the correct question type, we 
decided to prompt GPT-3.5 to generate questions without 
specifying the question type.  

4. Study 2: Automatic Scoring of 
Constructed Responses 

4.1. Method 
4.1.1. Dataset 

Our goal is to have an automatic scoring model that can 
discriminate between correct and incorrect constructed 
responses based on a source context. To accomplish this, 
we trained automatic scoring models using the dataset of 
questions and answers found in the Multi-Sentence 
Reading Comprehension (MultiRC) dataset. MultiRC [26] 
is a dataset of multiple-choice reading comprehension 
questions, answers, and sources. The sources include news 
articles, Wikipedia articles, elementary school science 

textbooks, and fiction. We chose MultiRC because the 
broad nature of the training set fits our purpose of 
designing a scoring system which is content agnostic and 
appropriate to users of any level of expertise. Questions 
and answers were generated by Amazon Mechanical Turk 
workers. Each source has an average of 11.15 questions and 
each question has four candidate answers. These candidate 
answers are labelled according to whether they are correct 
or incorrect, with 44.1% of answers being labelled as 
correct. Table 1 shows counts and wordcounts of sources, 
questions, and answers from the MultiRC dataset. During 
model development, we used a 70/15/15 
train/validation/test split, splitting on sources so that no 
source is split between sets. This step is to protect against 
information leakage and ensure that the models will 
generalize outside of the training dataset.  

Table 1: Descriptive Data on MultiRC Dataset 

 n 
Word Count 

Mean 
Word Count 

SD 
Sources 456 263.42 93.7 

Questions 5,130 11.15 4.81 
Answers 20,422 5.54 5.78 
 
Although GPT performed well in generating short 

constructed response questions and answers, it is a 
proprietary tool owned by OpenAI, which raises concerns 
around privacy and interpretability [50] as well as cost if 
we were to use it to score constructed responses. To protect 
personally identifying information that may be 
inadvertently contained in a constructed response 
submitted by a user, we developed a scoring model that 
could be run locally instead of depending on GPT.  

4.1.2. Model Selection 

We used two methods for scoring the constructed 
responses. The first was a context-aware method that used 
the full context of the source, the question, and the answer 
to score the summary. The second was a context-
independent method that involved distilling the relevant 
information in the source to a reference answer, then 
comparing the reference answer with the candidate answer 
provided by the student. 

4.1.2.1. Context-aware models 

For our first context-aware approach, we finetuned 
LLaMa-2-7b [40]. LlaMa, developed by Meta, has a similar 
architecture to GPT. Unlike GPT, however, information 
about LlaMa’s training set and the weights of LlaMa itself 
were open-sourced by Meta. As a result, many innovative 
projects build off LlaMa. These include Stanford’s Alpaca 
[46] and Vicuna [8]. We finetuned dolphin-llama2-7b using 
Low Rank Adaptation (LoRA), which is a parameter-
efficient method of training large language models. Instead 
of updating and saving all model parameters, LoRA adapts 
the full parameter set to a lower rank matrix, thus allowing 
the training and fine-tuning of a large model with much 
lower compute requirements [21]. We finetuned lLaMa on 



the training set to generate the token <<<TRUE>>> or 
<<<FALSE>>> based on the MultiRC sources, questions, 
and constructed responses using the following 
hyperparameters: per device train batch size = 4, gradient 
accumulation steps = 4, learning rate = 2e-4, max steps = 
1,250, lora alpha = 16, lora dropout = 0.06, and r = 16. 

For our second context-aware approach, we used 
Longformer [3], an encoder-only model. Encoder-only 
models such as Longformer utilize a special classification 
token. In the final layer of the encoder stack, the 
embedding associated with this token represents the entire 
document and can be used in downstream tasks, including 
binary classification. Longformer uses a sliding attention 
window to increase the max sequence length of the input 
while remaining computationally efficient [3]. This sliding 
attention window allowed us to include the MultiRC 
source and the question in the input without exceeding the 
maximum sequence length. We provided the MultiRC 
source, question, and answer to the Longformer model, 
separated by sep tokens (i.e. ‘</s>’) similarly to in-context 
learning from previous studies [13, 35] to predict whether 
the MultiRC answer was correct. We finetuned 
Longformer for three epochs with a batch size of 8 and a 
learning rate of 3e-05 with accuracy as the reward 
function. 

4.1.2.2. Context Independent Models 

While the context-aware strategy has the advantage of 
using the entire context for prediction, it also requires a 
large amount of compute, translating into longer latency 
times. We thus tested more computationally efficient 
methods by using GPT-3.5 to distill the information from 
the MultiRC source and question into a reference correct 
answer, similar to a correct answer in an answer key. The 
reference correct answer is then compared to the MultiRC 
candidate answer using a much smaller encoder-only 
transformer and the classification token from the encoder 
model is used to predict whether the reference answer 
generated by GPT-3.5 is semantically similar to the 
MultiRC candidate answer. We tested two encoder-only 
reference models for this task – Masked and Permuted 
Language Modeling (MPNet) [43] and BiLingual 
Evaluation Understudy with Representations from 
Transformers (BLEURT) [39]. 

MPNet is an encoder-only model which unifies the 
masked language modeling training strategy employed by 
BERT with a permuted language modeling strategy 
employed by XLNet [51], leading to better performance in 
a range of downstream tasks [43]. The base model can then 
be finetuned on labelled data for specific tasks. As input to 
the model, we supplied the reference answers generated by 
GPT-3.5 from the MultiRC source and the candidate 
answers from the MultiRC dataset separated with a sep 
token (i.e. ‘</s>’). The labels used in finetuning were the 
‘is_correct’ column of the MultiRC dataset. We trained 
mpnet-base for a binary classification task using accuracy 
as the reward function for 4 epochs with a batch size of 32 
and a learning rate of 3e-05.  

BLEURT [41] was designed as a deep-learning 
alternative to ROUGE [15] and BLEU [39] for predicting 
human judgements of the semantic similarity between two 
texts. BLEURT’s training includes a pre-training step 
during which it is exposed to many synthetic pairs of 
candidate and reference texts to help it to better generalize 
across knowledge domains. We followed instructions from 
Huggingface (https://huggingface.co/Elron/bleurt-large-
128) to further finetune the BLEURT-large model for 
classification with the MultiRC correct or incorrect 
answers as the labels. The input to the finetuning pipeline 
comprised the following structure: {“candidate”: [student 
response], “reference”: [gpt-generated response], “score”: 
[score ∈ [0 … 1]]}. The score generated by BLEURT is 
continuous, ranging from 0 to 1 with 0 representing 
maximal dissimilarity and 1 representing maximal 
similarity. We finetuned the BLEURT model for 10 epochs 
at a batch size of 8 and a learning rate of 2e-5. 

4.2. Results 
Our context-aware models reported accuracies of .85 for 
the LLaMa2 model and .71 for the Longformer model. For 
our reference models, MPNET reported an accuracy of 0.81 
and BLEURT reported an accuracy of 0.79. While the 
LLaMa2 model reported the highest accuracy, this came at 
the cost of much longer compute times. Although the 
context-independent models had slightly lower accuracy 
than the LLaMa2 model, they came with the benefit of 
lower compute requirements and faster processing. 
Computational efficiency is essential for automatic 
feedback systems because feedback latency is an important 
concern. Our presumption was that delaying feedback 
would lead to lower uptake of feedback and decrease 
motivation within iTELL [30]. As a result, we decided to 
use a reference model to provide feedback to users in iTELL 
about the accuracy of their constructed responses.  

In a post-hoc study comparing the performance of 
MPNet and BLEURT when faced with adversarial attacks, 
we found that each model was weak against a different 
type of attack. For example, MPNet would sometimes score 
gibberish as correct, while BLEURT would inaccurately 
approve answers that were simply copied from the source. 
As a result, we decided to implement a consensus voting 
ensemble approach using both the MPNet and BLEURT 
models. For our consensus voting ensemble approach, if 
both models agree that the candidate response was 
incorrect, iTELL records a score of 0 and the student is told 
that their answer is incorrect and encouraged to revise 
their answer. If both models agree that the response is 
correct, iTELL records a score of 2 and the student is told 
that their answer is correct and they are encouraged to 
move to the next section of text. If the models disagree, 
iTELL records a score of 1 and the student is told that their 
answer is likely correct, and they are encouraged to revise 
their answer. 



5. Efficacy Testing 
After selecting the models for automatic constructed 
response question generation and constructed responses 
accuracy, we integrated these models into an iTELL 
deployment. Figure 1 shows the full pipeline for question 
generation and constructed response scoring. We used 
GPT-3.5 to generate questions and correct constructed 
responses for each language chunk. This happens only 
once during content preparation, with questions and 
constructed responses saved to a database. During use, the 
student submits their answer, and the answer is scored by 
two LLMs fine-tuned for the purpose. If the models agree 
that the candidate answer is correct, then the student 
receives a score of 2, if the models agree that the candidate 
answer is incorrect then the student receives a score of 0, 
while if the models disagree then the student receives a 
score of 1. We used the iTELL deployment to collect usage 
data from 98 participants to determine the efficacy of the 
automatic short constructed response scoring feature. 
 

 

Figure 1: iTELL Question Generation and Constructed 
Response Scoring Pipeline 

5.1. Method 
5.1.1. Generating Intelligent Text 

We adapted the first four chapters of the digital version of 
the Think Python [12] textbook for iTELL. As part of this 
process, each page of the text was divided into chunks. We 
used GPT-3.5 to generate questions and reference 
constructed responses for each chunk (excluding exercises, 
learning objectives, etc.). Questions and reference 
responses were checked by hand during the creation of the 
text. Table 2 shows the names of the chapters, the numbers 
of chunks in each chapter, and the mean and standard 
deviations of those chunk word counts. 

Table 2: Descriptive Data on iTELL Intelligent Text 

 Chunk 
(n)  

Word Count 
Page Name mean sd 

Preface 3 36.67 50.58 
The way of the 

program 7 267.14 165.9 
Variables, 

expressions, etc. 10 223.1 137.8 
Functions 12 214.75 93.7 

Conditionals and 
recursion 12 203.33 59.1 

Total 44 209.73 117.3 

5.1.2. Integrating Constructed Responses 

When a user begins reading a new page in iTELL, only the 
first chunk is visible while the rest of the page is blurred 
out. After reading the first chunk, the participants are 
prompted to click on a button to reveal the next chunk. 
Users continue in this manner until they complete the 
page. On one third of the chunks (determined at random), 
iTELL presents a constructed response question to the user. 
The user is required to attempt an answer before moving 
to the next chunk. The constructed responses are scored by 
iTELL’s constructed response scoring model. If iTELL 
predicts that the user’s candidate answer is incorrect, the 
text provides feedback and the user has the option to reveal 
the correct answer, skip the question, or revise and 
resubmit their answer. In addition to collecting data on 
success, we also collected data on user experience through 
thumbs up or thumbs down buttons in the constructed 
response scoring UI. Upon providing feedback, users were 
further invited (but not required) to select one or more tags 
to help explain their decision and write a short explanation. 
Figure 2 shows a screenshot of a question being presented 
within the iTELL intelligent text, with subsequent chunks 
blurred out until the user submits a response to the 
question.  
 

 

Figure 2: Presentation of Question in iTELL 

5.1.3. Data Collection 

After generating the iTELL deployment, we recruited 
participants for efficacy testing. The participants included 
139 students in an introductory computer programming 
class that is part of an online computer science degree 
program. This study took place at the end of the semester 
so that participants were familiar with the content. 
Participants were offered extra credit for participating in 
the study. Of the students that participated, 98 indicated 
that they were over the age of 18 and consented to having 
their data used in this study.  

Of these, 90 contributed further demographic 
information in this intake survey. All but one (98.9%) were 
between the ages of 18 and 24 years old and 84.4% (n = 76) 
were in the United States. All participants were proficient 
in English, with 87.8% (n = 79) being native or fully 
bilingual.  The majority (80%, n = 72) had completed high 
school but not yet completed college. In terms of race and 
ethnicity, 42.2% (n =38) were Asian or Pacific Islander, 



23.3% (n = 21) were White or Caucasian, while 11.1% (n = 
10) were Black or African American and a further 11.1% (n 
= 10) were Hispanic or Latino.   

After completing the iTELL intelligent text, 
participants were asked to complete an outtake survey to 
describe their experience of working with the text. In this 
survey, students were asked to rate how well the short 
constructed-response tool helped improve their learning, 
was easy to interact with, scored their answers accurately, 
and provided questions that were relevant to the 
subsection on a five-point Likert scale. Of the 98 
participants who were over the age of 18 and who 
consented to allow their data to be used in the study, 82 
provided responses on the outtake survey. A Cronbach’s 
alpha conducted on the survey items in the outtake survey 
reported a score of α = 0.95 (95% CI = [0.907, 0.955]) 
providing support for the reliability of the survey.  

5.2. Results 
The 98 participants produced 2,733 constructed responses. 
Figure 3 shows scores for each chunk in each page of the 
text. Scores of 2 (i.e., models agree that response is correct) 
were the most common, making up 64% (n = 1,749) of all 
scores. Scores of 0 (i.e. models agree that the response is 
incorrect) and 1 (i.e. models disagree) were rarer, making 
up 19.3% (n = 528) and 16.7% (n = 456) respectively.  

To determine whether participants got better or worse 
at the constructed response task as they moved through the 
text, we performed a post-hoc linear regression on the 
proportion of each score {0, 1, 2} to the total number of 
responses for each subsection, regressing this proportion 
onto the chunk index. This analysis showed no significant 
effect on the proportions of 0s (r = 0.23, p = 0.19), 1s (r = -
0.17, p = 0.35), or 2s (r = -0.02, p = 0.92) over time. This 
indicates that participants’ performance on the constructed 
response task remained stable over time, with the notable 
exception of the first chunk, which had an exceptionally 
large number and proportion of 1s. This high proportion of 
0s and 1s for the first question likely reflects students 
experimenting with the new question answering tool. 

 

 

Figure 3: Results Across Pages and Chunks 

Participants were invited to provide feedback on the 
constructed response task while they were responding to 
the questions by clicking on a thumbs up or thumbs down 
button and selecting up to three tags to explain why they 

provided that feedback. Thirty-eight students provided a 
total of 167 feedback responses on the constructed 
response items. Of these feedback responses, 75.4% (n = 
126) were positive while 24.6% (n =41) were negative. 
Figure 4 shows counts of the tags provided by the 
participants. Of the 41 negative feedback items, inaccurate 
feedback was the main reason cited (n = 27). Only one 
response claimed that the question was harmful remarking 
that their answer was right, but the system marked it 
wrong, likely because of syntax. This participant left 
feedback that the system was “driving (them) crazy”. This 
type of response was typical for the participants who 
reported negative experiences.  

 

 

Figure 4: Counts of Feedback Tags 

The outtake survey results generally included positive 
feedback for the constructed response tool. On the five-
point Likert scale, 81.7% (n = 67) of respondents endorsed 
agreement or strong agreement to the statement that the 
short answer tasks helped them to improve their learning. 
Similarly, 84.1% (n = 69) of respondents agreed or strongly 
agreed that the constructed response task was easy to work 
with and 86.6% (n = 71) of respondents endorsed agreement 
or strong agreement to the statement that the questions 
were relevant to the subsection. A strong majority of 
participants (73.1%, n = 60) also agreed or strongly agreed 
that the model accurately scored their responses. Figure 5 
shows participant responses for these questions.  

 

 

Figure 5: Feedback on Constructed Response Task 



In addition to providing Likert-style responses, 
participants were also asked to provide written feedback 
on the outtake survey. Participants left a wide range of 
responses, including suggestions which will be used to 
further iterate the tool. These suggestions fell into five 
categories: comments on the accuracy of the feedback, 
suggestions for more complex questions to increase 
engagement, requests for greater frequency and variety of 
questions, requests for greater clarity and guidance in the 
feedback, and comments expressing satisfaction and 
effectiveness. Table 3 shows counts of each type of 
response, as well as a representative sample of each. 

Table 3: Qualitative Written Feedback from Outtake 
Survey by Category 

6. Discussion 
This study investigated the process of designing a pipeline 
for automatic question generation and automatic 
constructed response scoring using LLMs in the context of 
iTELL, a framework for automatically converting static 
informative texts on any topic into a dynamic intelligent 
text. As part of iTELL, the LLM pipeline we designed had 
to be both automatic and domain agnostic. In this study we 
investigated whether GPT-3.5 could generate high-quality 
questions given a source context. Next, we experimented 
with several methods of scoring constructed responses 
from students, testing multiple finetuned LLMs. Finally, we 
tested our full question generation and constructed 
response scoring pipeline by inviting participants to use it 
as part of an iTELL intelligent text, collecting user feedback 
and suggestions. 

In answer to the first research question, we showed 
that GPT-3.5 can generate high-quality questions and 
reference answers. In our trial of 30 sample chunks from 
the textbook on the Principles of Economics, GPT-3.5 
generated sensible questions and correct answers that were 
relevant to the text. However, when prompted to generate 
questions of specific question types (i.e. recall, summary, 

inference), it performed no better than random chance at 
generating the appropriate question type. Instead, GPT-3.5 
primarily generated recall questions. It is possible that 
specific question types could be elicited through different 
prompting strategies, or that new versions of GPT such as 
GPT-4 would perform better. This is a potential area for 
improvement in the system, a point which was echoed by 
the 13 students who suggested that the questions could be 
more complex and engaging.  

For the second research question, regarding the best 
way to score the constructed responses, we tested four 
models using two scoring strategies. Both the lowest and 
the highest performance came from the context-aware 
strategy, which used information from the source, the 
question, and the candidate answer to determine whether 
the answer was correct or incorrect. Although LLaMa2 
outperformed all other models, this high performance 
came at the cost of unacceptably increased feedback 
latency. The other context-aware model, Longformer, was 
much faster than LLaMa, but had the lowest performance 
of the models tested. The other two models used a 
reference strategy, comparing the candidate response to a 
pre-generated reference response which distills the context 
into a single phrase or sentence. These two models, MPNet 
and BLEURT, performed similarly. However, in post-hoc 
tests against adversarial attacks, they had different error 
profiles. As a result, and since inference with these models 
is fast, we decided to use both models in a consensus voting 
ensemble to determine whether the student answer is 
correct. 

In answer to the third research question about user 
experience with the constructed response task, we found 
that user feedback was generally positive, with more than 
four fifths of users expressing agreement or strong 
agreement with the statement that the task helped them to 
improve their learning. In addition, 75.4% of the in-line 
feedback that we received as the students completed the 
task was positive. Of the negative feedback we received, 
the majority had to do with the accuracy of the feedback 
that the users received. In addition, we received many 
comments suggesting that we increase the frequency and 
complexity of the questions, as well as comments 
suggesting that we provide more clear formative feedback 
when users get an answer wrong.  

7. Conclusion 
This research indicates that the LLM pipeline for 
generating questions and scoring constructed responses to 
those questions is sufficient for integration into learning 
technologies like the iTELL framework. Answering 
automated questions through short constructed responses 
will contribute to the generation effect [4, 32, 34], 
enhancing interaction and learning.  

Although the feedback we received from users was 
broadly positive, this study has several notable limitations. 
First, this study should be considered preliminary work 
that tested the potential for LLMs to generate and evaluate 
constructed response items in a digital text. Therefore, we 

Category Count Representative Example 

Accuracy 11 

sometimes	the	answers	
were	marked	as	incorrect,	
even	though	they	were	

correct	

Complexity 13 
I	think	they	could	be	a	
little	more	engaging	and	

not	so	simple	

Frequency 8 

I	think	there	could	be	
more	of	them	within	the	
textbook	to	help	keep	
readers	engaged.	

Feedback 14 Give	hints	if	someone	gets	
it	wrong	

Satisfaction 17 
These	help	me	interact	
with	the	text	and	actually	
make	me	read	the	text.	

Other 18 I	have	no	opinion	
Total 81  



need to further evaluate the impact of this system on 
learning outcomes. In future work, we plan to address the 
impact of constructed response tasks through randomized 
controlled trials which will compare learning in versions of 
iTELL with and without constructed response items (A/B 
testing). This research will help explain the impact of the 
constructed response activity on learning and reading 
comprehension. 

Second, users expressed twin concerns about the 
feedback and accuracy of the model. These concerns are 
related because the model is not capable of clearly 
explaining why a given constructed response failed. Future 
research may employ generative LLMs to help users move 
step by step from an incorrect answer to a correct answer, 
perhaps by giving hints or suggestions using chain-of-
thought prompting [49]. Providing an explanation when 
the model judges an answer to be wrong may help improve 
the user experience of model accuracy in addition to 
providing clearer feedback. 

Third, iTELL currently deploys the questions randomly 
for one third of the chunks. While this strategy appears to 
work well, it is unlikely to be the optimal strategy. Other 
ways to deploy questions include analyzing reading 
behavior, for example, requiring users to answer questions 
about subsections that they skip or read through quickly. 
Alternatively, we could assess the reading difficulty of the 
chunks themselves by comparing their similarity with the 
summaries that students write at the end of each chapter, 
assigning readers to answer questions about chunks that 
are more often ignored. Finding an optimal question 
deployment strategy is a subject for future research. 

Finally, the current scoring models simply compare the 
candidate answer from the student to a reference answer 
generated by a model, similarly to how a teacher might use 
an answer key to score responses. This may work for lower 
order thinking skills such as recall and summarization, but 
answers to questions that require higher order thinking 
skills such as inference, bridging, or logic may come from 
outside the text [33]. It is likely that a different scoring 
approach would be needed for higher order question types. 

Overall, our research on question generation and 
constructed response scoring indicates the potential to 
develop automatic NLP pipelines to develop text-based 
questions and score resulting constructed responses. Such 
approaches should allow for enhanced assessment of 
reading comprehension, reading development, and 
knowledge acquisition. As LLMs become more prevalent, 
more powerful, and more practical, we can expect that 
personalized learning tools such as iTELL will become 
more and more ubiquitous. We hope that these 
developments will lead to improved outcomes for students 
and adult learners within advanced learning platforms. 
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