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Abstract
Analogies are an effective teaching tool for helping students understand new concepts by connecting them to familiar contexts. However,
generating analogies that aid students’ learning is non-trivial and requires a nuanced understanding that draws meaningful parallels
between familiar concepts. Researchers have addressed this challenge by using computational models to generate textual or word-level
analogies. We believe that that adding visual elements to textual analogical explanations can offer greater comprehension to students
than relying solely on textual analogies. Accordingly, we introduce the idea of multimodal analogies — a fusion of textual analogies and
their visual counterparts to enhance understanding of scientific concepts. Further, we introduce and explore generating three types
of multimodal analogies for science education, namely, general analogies; adaptive analogies tailored to the background, needs and
preferences of learners; and iteratively refined analogies via human-AI and multi-agent collaboration. We leverage models like GPT-4
for text generation followed by DALL-E-3 for images and qualitatively analyze the created analogies of each of the three types. Our
analysis helps identify some limitations of existing models and pinpoint future research directions in this area. Moreover, we showcase a
demo system where students can engage with multimodal analogies and provide feedback. We aim to use this system to garner feedback
on the AI-generated analogies and ultimately create a large-scale, high quality dataset of multi-modal analogies for scientific education.
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1. Introduction
Analogies are comparisons that highlight similarities be-
tween two different things to clarify or explain concepts
[1]. They function by transferring knowledge from a well-
understood subject (the source or analogue) to one that is
less familiar (the target) [2]. Analogies are useful as an edu-
cational tool as they have been proven to boost understand-
ing and critical thinking among students [3]. By connecting
new and complex concepts to familiar ones, analogies help
students bridge gaps in knowledge and making the learning
process more effective [4]. Generating analogies requires
extensive topic knowledge and the ability to think abstractly
and creatively [5]. Thus, analogies are typically created by
specialists within a field who have comprehensive knowl-
edge of the concepts [6]. To automate this process and
reduce the time for generating analogies, researchers have
studied the automated generation of word-level analogies
like “king:man :: queen:woman” using computational meth-
ods [7, 8, 9]. Few works have investigated creating science
analogies with explanations but these have been limited to
using only the text modality [10, 11].

Given the effectiveness of visual elements in aiding stu-
dent learning [12], we propose to augment explanation-type
textual analogies with image representations to create mul-
timodal analogies. We believe adding visual components to
textual analogies can enhance the overall understandability
of the content and increase student engagement. Specifically
for science concepts that often include structural diagrams
and complex relations, visual analogies can help students
understand concepts alongside text.

To this end, we explore how to leverage LLMs and diffu-
sion models to generate three types of multi-modal analo-
gies, namely general analogies, adaptive analogies tailored
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to students’ background, needs, and preferences, and iter-
atively refined analogies via human-AI collaboration and
multi-agent collaboration.

We leverage large language models like GPT-4 to generate
a text analogy and the text-to-image model DALL-E-3 for
generating the image analogy. In documenting the opportu-
nities and limitations of multimodal analogies, we highlight
the nuances of the valid and invalid instances through ex-
amples. Finally, we showcase a demo system that we plan
to release to the community that can be used to leverage
human-in-the-loop feedback to improve analogy genera-
tion. Our work shows potential for creating unique content
for science education and lays the foundation for future
research in this important area.

2. Related Work
In this section, we describe related work on computational
models of analogies, application of analogies to education,
and leveraging LLMs for education.

2.1. Computational Models of Analogies
Computational modeling of analogies refers to the algo-
rithms and models for generating analogies. This section
reviews the computational models used to generate analo-
gies of different modalities - text and visual.

2.1.1. Text-based analogies

Analogies have predominantly been studied at the word-
level, in the form of “A:B::C:D”, such as, “king:man::queen:
woman” [7, 8, 9]. These type of proportional analogies are
commonly used in entrance exams like the SAT or NCEE
to test student understanding. There exist multiple ways
to create word-level analogies, one prominent approach is
the Structural Mapping Engine (SME) [13], which is a rule-
based approach to finding analogies based on structural
representations and attributes of target and source concepts.
More recently, deep-learning based methods have also been
developed to study such analogies[14, 15, 16].
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However, most of these works focused on word-level and
proportional analogies, only recently have researchers stud-
ied generating explanations using deep learning and LLM
approaches [10, 11]. Work by Bhavya et al [11] is closest
to ours as they use pre-trained language models (PLMs) for
complex analogy generation. However, they broadly study
the applicability of LLMs for text analogy generation. In-
stead, our focus is on understanding the potential of the
generated multimodal analogies for science education, a
pivotal application domain.

2.1.2. Visual Analogies

Prior works treat visual analogies similar to word-level
analogies (where A,B,C,D are images). These often include
identifying the missing image portion represented by ”?”
in A:B::C:? [17, 18, 19] or stylistic and geometric transfor-
mations between images [19, 18]. Adding to the line of
research in both textual and visual analogies, our work fo-
cuses on generating multimodal analogies, consisting of a
textual explanation and a visual representation of the same.
We do not relate images, but relate the target and source
concepts, that are depicted in the image. Chakrabarty et al.
(2023) created similar visual metaphors by elaborating on
existing metaphors using LLMs. However, metaphors are
much shorter in length and are more abstract than the long-
form explanatory analogies we work with. Additionally,
they employ existing metaphors in their study, whereas we
generate both the textual analogy and the corresponding
image from scratch given a target concept.

2.2. Applications of Analogies To Education
The application of analogies in education has been exten-
sively explored across various disciplines (e.g., science, math,
computer science), highlighting their significant role in en-
hancing learning and understanding concepts and language.
Some studies [21, 22] have demonstrated how analogies can
simplify complex concepts and foster problem-solving skills,
particularly in science and mathematics. By linking new
information to pre-existing knowledge, analogies facilitate
deeper comprehension and retention [23, 24]. Vieira et al.
(2022) showcase the innovative use of musical analogies
to teach abstract scientific theories, thereby making chal-
lenging concepts more accessible to students. Collectively,
these studies underscore the effectiveness of analogies as a
powerful educational tool, capable of enhancing student en-
gagement, understanding, and cognitive development [3, 4].
Considering the numerous advantages of employing analo-
gies in education and the need for proactively generating
analogies that aid learning in digital interactive environ-
ments, we explore the creation of scientific analogies using
the combination of language and diffusion generative mod-
els.

2.3. LLMs for Education
Generative AI models (e.g., GPT [26], Claude1, DALL-E
[27], LLama [28]) with billions of parameters that have been
trained on tremendous amounts of data have recently shown
great promise on several tasks including text and image gen-
eration in multiple domains [29, 30]. The success of Large
Language Models (LLMs) across diverse tasks has led re-
searchers to explore their potential for education as well.

1https://claude.ai

This includes improving teaching and learning capabilities
using LLMs across several domains [31, 32], such as per-
sonalized learning [33], intelligent tutoring [34], adaptive
assessment [35] and course content generation [36]. More-
over, LLMs can also be utilized to provide automated and
personalized feedback to students [37]. Human-LM inter-
action is also being researched in the context of education,
since students and teachers interact with these tutors and
chatbots [38, 39]. Our study builds upon this rich body of
work.

Educational resource and content creation has emerged as
a key application area where LLMs have been harnessed [40,
41]. However, most work focuses on generating other kinds
of content, such as educational questions [42], explanation,
or assessment[37]. To the best of our knowledge, ours is
the first work to explore multimodal analogy generation for
educational purposes, using LLMs.

3. LLM-based multi-modal analogy
generation

3.1. Analogy Generation Pipeline
In this section, we examine the potential of using LLMs and
diffusion models for generating three types of multi-modal
analogies (general, adaptive and iteratively refined).

For our exploration, we used the text labels in biology
diagrams found on grade 6-12 educational websites2, as tar-
get concepts. We seeded our search with biology diagrams
since they contain visual representations of concepts and
can be shown pictorially in image analogies. We collected
30 biology concepts this way.

To generate multi-modal (i.e., both text and image) anlo-
gies, we first use GPT-43 to create a text-based analogy and
feed the analogy into DALL-E-34. Some of our exploration
was done via the chat interface on their websites and the
rest programatically via API calls.

3.2. General Analogies
For use-cases where the intended learners are unknown
or too broad, an educator might wish to generate general
analogies that are broadly relevant to learners across grade-
levels and backgrounds. To this end, we explored prompts
like the following: “Generate a structural analogy for the
biology concept <target> (part of <main_topic>).” with the
GPT-4 model. We found analogies comparing the structure
or the function (e.g., procedure of a science phenomenon)
of the target and source concepts. For the DALL-E-3 model,
we explored prompts like “Generate an image representing
the scientific analogy given below.” along with the GPT-4
generated text analogy in the input.

Figure 2 and 3 present examples of the visual analogies
and their corresponding texts. The authors of this paper
(three graduate students with a background in Computer Sci-
ence) qualitatively analyzed 30 multimodal analogies, com-
paring the text analogies alongside the images. We found
the image analogies to be useful in providing an overview of
the analogy as the text itself can sometimes be too verbose
or complicated to understand. Moreover, the image analo-
gies help visualize the analogical ideas detailed in the text.

2https://byjus.com/biology/important-diagrams/
3https://openai.com/index/gpt-4-research/
4https://openai.com/index/dall-e-3/



Figure 1: Pipeline for multi-modal analogy generation - first we prompt GPT-4 to obtain a text analogy that is fed into the
DALL-E model to generate a corresponding image depiction.

Figure 2: Visual Analogy and the actual figure for the scientific concept ‘Cell Wall’ - image generated by AI model DALL-E-3.
Textual analogy associated generated by GPT-4:
“Imagine a plant cell as a medieval castle. The cell wall in this analogy can be compared to the high, thick stone walls that surround
the castle. Just as the stone walls provide a rigid sturdy barrier protecting the castle from invaders and environmental elements, the
cell wall surrounds the plant cell, giving it structure and protection. These walls are not just simple barriers but are complex, with
layers and sections designed to withstand various pressures and attacks, much like the cell wall’s intricate structure designed to
support and protect the cell.”

This reinforces the utility of a visual representation along-
side a text-based analogy to enhance its quality. We plan
to release this manually validated dataset of 30 multimodal
analogies of biology concepts for educators and researchers
to use.

We also found some limitations with this approach. For
example, the labels in images were often incoherent with
the text not being in English. This is a known limitation
of text-to-image models that are not good at rendering text
in images [43]. Image-based analogies could benefit from
better text labels as the images could then explicitly mention
the similar representations between the two topics. Future
work can look at how we can add text labels after image
generation, as they could be useful for students to learn to
draw structural diagrams. Another limitation that emerged
was that the image analogies often represented multiple sur-
rounding concepts as opposed to just the target concept (for
example, the analogy for stomach also portrays other parts
like esophagus and intestine). Thus, someone unfamiliar
with the concept may not be able to discern which part the
analogy is about. Finally, some images appeared ominous
due to the nature of the target concept. For example, analo-

gies about the concept ‘eye’ depicted its various subparts
and could appear eerie depending on the audience. Thus,
we recommend that the images be sensitized by educators
before presenting them to the students.

3.3. Adaptive Analogies
For more tailored use cases, one might wish to have analo-
gies that are customized to learners’ backgrounds, needs,
and preferences (e.g., grade level, interest, cultural back-
ground.).

To this end, we explore prompting GPT-4 to create grade-
level analogies. Figure 4 shows examples of how source
concepts and analogies generated for the same scientific
concept can be different based on the grade-level context.
We found a difference in the relatability and complexity
of the analogies based on the knowledge levels, thereby
suggesting that it is possible to create more personalized
and contextually appropriate analogies. We envision encod-
ing the knowledge level for different grades in a language
model, to generate these customized analogies. This can be
done through providing knowledge of different subject and



Figure 3: Visual Analogy and the actual figure for the scientific concept ‘Golgi Apparatus’. Visual analogy highlights the
similar structure of a shopping mall - image generated by AI model DALL-E-3. Textual analogy associated generated by GPT-4:
“Imagine a modern, multi-level shopping mall. This mall is not just a single large open space but is divided into several floors,
each with its own set of shops and departments. The floors are connected by escalators and elevators, allowing for easy movement
between them. The structure of the Golgi apparatus can be likened to this mall’s layout. The Golgi consists of a series of flattened,
stacked pouches or cisternae, similar to how the mall has multiple levels. Just as each level of the mall has different stores, each
cisterna within the Golgi is specialized for different functions or processing different molecules.”

(a) Analogy for the concept ‘States of Matter’ for Grade 3 stu-
dents - image generated by AI model DALL-E-3: Imagine
matter as different types of snacks. Solids are like a bar of
chocolate — firm and holding its shape. Liquids are like a
smoothie — you can pour it and it takes the shape of its con-
tainer, but it’s still touchable. Gases are like the steam from
a hot bowl of soup — you can see it moving freely into the air,
and it doesn’t keep its shape at all.

(b) Analogy for the concept ‘States of Matter’ for Grade 12
students - image generated by AI model DALL-E-3: Con-
sider matter as if it were a crowd at different types of events.
At a lecture, attendees sit close together, mostly stationary,
like particles in a solid. At a networking event, people move
around the room, mingling and shifting positions, similar to
the movement of particles in a liquid. At a festival, attendees
are spread out, moving freely around a large space, akin to
particles in a gas that move independently and occupy any
available space.

Figure 4: Grade-level multimodal analogies generated for the concept ‘States of Matter’. We see a difference in the type
and complexity of source concepts and analogies generated - for example, analogy for grade 3 students employs the source
concept of snacks, whereas the analogy for grade 12 students involves a comparison between classrooms, networking events,
and concerts, which older students may be more aware of or have witnessed.

textbook chapters and online resources as context informa-
tion in the prompt or through fine-tuning on grade-level
information.

In addition to introducing adaptivity at the text level,
future work could also investigate adaptivity at the image
level. For example, image style (e.g., cartoon, abstract), color

palette, etc. could all be adapted to a particular learner. This
could have important implications for accessible education.
For example, images could be adjusted for low-vision or
color-blind learners.

One important point to be mindful of is that adapting to
certain learner traits (e.g., culture) could potentially lead to



(a) Initial image generated using the text
analogy comparing Cell Wall and Cas-
tle Wall.

(b) Image generated based on image 5a
and the prompt: ‘Make image more
colourful’.

(c) Image generated based on image 5b and the
prompt ‘Make castle walls more prominent’.

Figure 5: Example of iterative refinement of visual analogy through human feedback. Exact prompts for improvement are
given in the sub-captions of the figure. We see that the model includes the suggested changes to improve image quality based
on human feedback. All images generated by AI model DALL-E-3.

Figure 6: Demo system where students and educators can interact with multimodal analogies and provide feedback.

the generation of offensive or stereotypical analogies. Thus,
practitioners must exercise caution while generating adap-
tive analogies and researchers should investigate methods
to prevent offensive generation (e.g., safeguard models to
detect such text and images).

3.4. Iteratively refined analogies
In the above two types of analogies, we’ve described a single
round of generation. However, that might not always be
sufficient to get the best or desired analogies. Naturally, we
can think of an iterative approach to continually refine the
generated analogies. To this end, we explored two ways
of refinement: (1) human-AI collaboration where humans
iteratively prompt the model to tweak the analogies, (2)
multi-agent collaboration where multiple large image and
language models (agents) iteratively generate and critique
analogies for improvement.

3.4.1. Human-AI collaboration

We propose a human-feedback approach to improve the
image analogy quality iteratively. Figure 5 showcases the
example of the ‘Cell Wall’, where we prompt the text-to-
image model DALL-E to iterate on the images based on
our feedback. We find that the model adjusts the visual
analogies based on human feedback, such as making the
image more colourful and emphasizing different structural
aspects. This shows promise for mining a large collection
of multimodal analogies through human-AI collaboration.
Specifically, we believe that through working closely with
educators and students, we can iterate and improve the
multimodal analogies, and generate a high-quality dataset
tailored for educational purposes.

To realize this goal, we are currently developing a plat-
form to enable efficient and large-scale human-AI collabo-
ration. Figure 6 showcases a current version of the demo
system where users (e.g., educators and students) can search
for and provide feedback on previously generated analogies
through the like, dislike, and comment features. Moreover,
the system has a feature to report inappropriate or offensive



Figure 7: Example of iteration on visual through Multi-agent collaboration: The initial image analogy is provided to the
Claude model to critique, the feedback of which is given back to DALL-E-3 to refine the image. Feedback given by Claude is as
follows
“As a teacher, who is enhancing this analogy further, I would make a few adjustments:
(1) Depict multiple layers: Plant cell walls consist of a primary and secondary layer. Adding a distinct inner and outer ”wall” layer
around the castle could represent this more accurately.
(2) Incorporate openings: Small gates or porous sections in the castle walls could symbolize how cell walls selectively allow the
passage of certain molecules while blocking others.
(3) Highlight reinforcing elements: Various components like cellulose and pectin contribute to the strength of the cell wall.
Incorporating reinforced sections or structural supports in the castle walls could represent this.
(4) Scale and perspective: Adjusting the scale and perspective to make the inner structure appear more microscopic in relation to the
surrounding ”walls” could better align with the actual size differences.
By making these adjustments, the analogy becomes more representative of the layered, selectively permeable, and structurally
reinforced nature of plant cell walls, while maintaining an engaging and memorable visual metaphor for students.”
DALL-E-3 then incorporates the feedback to include more multiple layers, openings, and adjusts the scale of the analogy. Thus,
multi-agent collaboration can help improve the quality of the image analogy through iteration.

analogies that should not be shown in future. User feed-
back could then be integrated into the system via multiple
ways, such as, refining the prompts and tuning the genera-
tion models via Reinforcement Learning Human Feedback
(RLHF) so that they are better aligned with user needs[44].
The system could also be expanded to obtain finer-grained
feedback (e.g., based on factuality, grade-level appropriate-
ness, etc.) to enhance the quality of multimodal analogies
with humans in the loop.

3.4.2. Multi-agent collaboration

In general, there could be several ways in which multiple
agents collaborate together to generate high quality analo-
gies. We explored one such approach, where we leverage the
Claude3 Sonnet model5 to simulate a teacher and critique
the GPT-4+DALL-E-3 generated analogy. The generated
critique is then passed on to GPT-4 and the model is asked
to refine the original analogy based on the critique. Figure 7
shows the example of multi-agent collaboration for the cell
wall concept, where the Claude model provides feedback to
improve the structural representation, such as adding more
layers and openings in the wall, to make the analogy more
scientifically accurate and understandable to students. The
critique is fed to DALL-E-3 and it incorporates the suggested
changes to update the image analogy.

In future, it would be interesting to explore how to opti-
mize such a multi-agent collaboration to improve the quality
of generated analogies with no or minimal human interac-

5https://claude.ai/

tion. For example, model-generated critique could be shown
to teachers as starting points for improving the analogy. An-
other possibility could be to share model-generated critique
with AI researchers and system engineers to distill com-
mon model failures and develop guidelines for future users
generating analogies.

4. Discussion and Conclusion
We introduce the theme of multimodal analogies for science
education, consisting of text and image-based analogies. We
explore how to generate three types of multimodal analo-
gies leveraging GPT-4 for textual analogy generation and
feeding that into DALL-E-3 to create visual analogies. Our
qualitative validation and exploration suggests that the gen-
erated image analogies successfully contain and represent
text-based analogies in most cases. Furthermore, we show
how they can be adapted to learners at different grade levels
and can even be refined iteratively via human or multi-agent
collaboration.

As next steps, we must work closely with students and
educators to assess and improve the quality of multimodal
analogies for science education. We showcased our demo
system for displaying multimodal analogies to student learn-
ers and educators through which we hope to gather feed-
back. While automatically generated analogies are helpful
as a starting point, incorporating human-AI collaboration
and crowdsourcingwith educators and practitioners can pro-
vide valuable feedback and adjustments. Such collaboration
can enhance the system’s utility and ensure its analogies



are valid and appropriate for students and resonate with
different contexts and cultures.

We have identified several interesting research challenges
that still need to be solved (e.g., how to generate legible
labels in images, how to mitigate generation of potentially
offensive images, how to effectively support multi-agent and
human-AI collaboration). Another important future work
we hope to use the demo system for is to study the impact
of the generated analogies on science learning amongst
students.

Overall, we believe our work highlights a unique appli-
cation of AI for generating multi-modal content and re-
sources for science education. Multi-modal content [45, 46]
is known to help with engaging learners and our work sug-
gests that LLMs and diffusion models have a great poten-
tial in generating such content. Thus, our approach and
findings could be widely useful to generate other kinds of
multimodal, scientific and educational content (e.g., stories
and dialogues), in addition to analogies, to enable more
engaging learning environments.
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