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Abstract
Data Science Problem Solving (DSPS) is a complex skill set involving domain knowledge, analytical methods, and critical thinking to
formulate and refine problem statements, analyze data, apply appropriate methods, diagnose model performance, interpret results, and
communicate findings to stakeholders. DSPS aligns with a high level of Bloom’s Taxonomy of applying, analyzing, and evaluating.
With the increasing power of artificial intelligence (AI) tools like ChatGPT to support lower-level cognitive tasks, such as writing
codes, proficiency in advanced skills like DSPS is rising. Due to the complexity of DSPS, efficient and scalable approaches to support
learning are underdeveloped. To explore the potential of using Large Language Models (LLMs) as coaching assistants for DSPS, we
evaluated three popular LLMs: GPT-3.5 (a.k.a. ChatGPT), GPT-4, and Google Bard, using a set of case-based DSPS problem sets. This
evaluation focuses on two critical dimensions: (I) the accuracy of LLMs’ responses to DSPS questions and (II) their capacity to provide
high-quality explanations. The human expert evaluation demonstrates the promise of LLMs, especially GPT-4, in generating accurate
answers and high-quality explanations. We discuss the implication of the results in developing novel LLM-based tools to facilitate
large-scale individualized DSPS learning.
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1. Introduction
With the rise of Large Language Models (LLMs), more data
science tasks are automatable, shifting the role of data sci-
entists towards higher-order thinking [1]. LLMs also enable
personalized student support, revolutionizing data science
education in content and pedagogy [1]. Our paper addresses
LLMs’ impact on education, focusing on coaching students
in data science problem solving (DSPS), which is a crucial
skill that is less prone to automation.

DSPS encompasses complex skills required for applying
appropriate data science techniques to solve real-world prob-
lems. It builds on the foundational conceptual knowledge of
data science methods and the procedural knowledge of cod-
ing to implement these methods. DSPS represents a form of
“conditional knowledge” [2], which involves understanding
when and why to use specific methods, aligning with the
higher-order cognitive processes described in Bloom’s Tax-
onomy, specifically the creation level. Developing DSPS re-
quires a cognitive approach distinct from that for lower-level
knowledge and skills, often honed through practical experi-
ences, such as internships or mentored projects. However,
the data science curriculum offers limited opportunities for
large-scale practice of these skills due to its labor-intensive
nature. The Intelligent Tutoring System (ITS) provides a
framework to address this challenge. Our vision entails an
AI-powered coaching assistant acting as a conversational
virtual mentor in students’ learning environments, aiding
them in solving real-world problems. This system will in-
corporate a domain model of DSPS, maintain a detailed
student model tracking mastery of DSPS skills, and uti-
lize a pedagogical model offering timely coaching and
resource recommendations. Generative AI is poised to play
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a crucial role in these models.
In this paper, we evaluate LLM’s implicit domain model

of DSPS, a foundational component of ITS, by analyzing
its ability to provide accurate responses and reasonable ex-
planations to a case-based DSPS problem set called Caselet.
Developed over several years by data science experts, Case-
let is designed to scaffold students’ DSPS skills through
bite-sized case studies. To our knowledge, this is the first
systematic, targeted evaluation of LLMs’ problem-solving
capacity, compared with most other works that are either
based on case studies [1] or focus on well-specified analyst
tasks [3]. Overall, our research addresses the gap in data
science education research concerning higher-order compe-
tencies and contributes to the emerging field of leveraging
AI to enhance access to high-quality data science training
opportunities at a large scale.

2. Related Work
Data science combines computing with mathematical or
statistical reasoning. Although a precise definition of data
science competence is still developing, it is widely accepted
that data scientists must write code for various analytical or
modeling procedures, a skill closely related to programming.
The assessment of LLMs’ programming abilities has gener-
ated considerable interest. One study [4] explores Codex, a
deep learning model trained on Python code, and its profi-
ciency in handling introductory programming tasks, where
it outperforms most students in real exam scenarios. An-
other study [5] shows that GitHub Copilot can solve about
half of the problems on the first try and improves to solve
60% of the rest with iterative adjustments. ChatGPT has
also been used to effectively support undergraduate Com-
puter Science students with programming challenges [6],
despite some inaccuracies in the code. Furthermore, the
role of LLMs in providing code explanations has been ex-
amined [7], with findings indicating that students generally
find these explanations beneficial, although their experi-
ence varies with the complexity of the code, the type of
explanation, and the length of the code snippet.
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The evaluation of LLMs’ data science competency beyond
coding, however, is quite limited so far. Tu et al. [1] pre-
sented a case study using ChatGPT and a code interpreter to
execute a data science pipeline for a Kaggle dataset, covering
data cleaning, exploration, model building, interpretation,
and result presentation. This study also assessed ChatGPT’s
ability to answer statistical exam questions, achieving an
impressive score of 104 out of 116. Cheng et al. [3] eval-
uated GPT-4’s performance on well-specified data analyst
tasks, including composing database queries, generating
charts, and deriving insights. GPT-4’s performance was
comparable to that of senior data analysts. Additionally,
Chen et al. [8] evaluated GPT-3.5 and GPT-4 on a diverse
range of data visualization tasks, including data cleaning,
data exploration, interactive visualization, and insights com-
munication. This evaluation was based on assignments
from a data visualization course at Harvard University and
achieved an accuracy of 80%. Overall, systematic evaluation
of LLMs in data science education, particularly in providing
support for higher-order reasoning tasks like DSPS, remains
relatively sparse, which is the focus of this paper.

3. Method

3.1. Caselet Practices for DSPS
Caselets [9] are a case-based practice tool we developed
to support the development of DSPS competency for data
science learners on a large scale. Each Caselet is a bite-
sized case study that starts with a problem context con-
necting real-world application scenarios, followed by a data
summary describing the property of the dataset(s). It then
presents 5-7 multi-select multiple-choice questions (i.e., mul-
tiple correct answers are possible). Upon completion, learn-
ers will receive question-level feedback (correct or incor-
rect) and explanations. Caselets was written by a team
of experienced data scientists who drew from their real-
world data science problem-solving experience. Caselets’
questions cover the main knowledge components (KCs) of
DSPS. KCs are utilized to describe mental processes at a
granularity level approximately corresponding to individual
task units [10]. KCs for DSPS include Problem Formulation,
Data Understanding, Data Preprocessing, Model Selection,
Model Configuration, Experiment Design, and Model Di-
agnosis. Those KCs practiced through Caselets represent
critical decision-making points in the DSPS process. We
have compiled 10 Caselets with 70 questions, which have
been piloted at two institutes and used by 183 graduate
students as a part of their course assignments.

3.2. Prompt LLMs Using Caselet Questions
We used three LLMs in our experiments: GPT-3.5 (a.k.a.
ChatGPT, a free version from Open AI), GPT-4 (a paid ver-
sion from Open AI), and Google Bard (free from Google).
They are versatile models, excelling in diverse natural lan-
guage processing tasks with no or very limited explicit
training [11] (This is commonly known as zero-shot or few-
shot learning). Between GPT-3.5 and GPT-4, GPT-4 is a
more advanced model with an order of magnitude larger
than GPT-3.5. This enables the GPT-4 model to understand
context and distinguish nuances better, resulting in more
accurate and coherent responses [12]. Google Bard uses
the Language Model for Dialogue Applications (LaMDA)

architecture. Bard is trained on an extensive dataset en-
compassing both text and code, giving it a more extensive
world understanding and the ability to generate compre-
hensive, informative responses. In contrast, GPTs trained
solely on text often excel in producing creative and engag-
ing responses [13]. To assess LLMs’ capacity to provide
reliable answers, we prompt LLMs in a zero-shot setting to
answer and explain Caselet questions. We chose a zero-shot
prompt to highlight the model’s ability to generalize and
provide coherent outputs in situations where it hasn’t been
specifically trained. Please refer to http://tinyurl.com
/2jnjd75t for a prompt example. We use the same prompt
structure for all Caselets and all LLMs. Given the current
limitations of the LLMs in handling non-textual contents,
we made the following adaptation in presenting Caselet
questions. (1) Data summary presented in the format of
PDF, HTML, or tables are omitted; (2) Questions that rely
on the interpretation of plots are omitted. As a result, we
used 9 Caselets in our study, among which two were pre-
sented without data summaries. Among the 52 questions, 39
were selected as they do not rely on plot or table comprehen-
sion. Among these questions, GPT-3.5 and GPT-4 generated
responses to 38 questions, while Google Bard answered 36
questions.

3.3. Evaluate Accuracy of Responses and
Quality of Explanations

Accuracy of ResponsesWe assess the responses generated
by LLMs based on their alignment with the correct answers.
Responses that perfectly match the correct choices are cat-
egorized as ”correct.” Conversely, if there is no correspon-
dence between the response and the correct options, it is
categorized as ”wrong.” Given that questions can have mul-
tiple correct choices, LLMs sometimes select some correct
choices while omitting others or blending correct and incor-
rect choices. In such cases, we designate the responses as
”partially correct.” In addition to evaluating overall accuracy,
we also conducted a detailed analysis of response accuracy
in relation to KCs. Quality of Explanation We evaluated
the capability of LLMs in generating high-quality expla-
nations using a subset of 13 questions that were correctly
answered by all three models, compared with explanations
authored and validated by human experts. To ensure the
rigor of our evaluation, we asked three experienced data
scientists as evaluators, with a minimum of three years of
experience in data science. They were tasked with rating
the quality of the explanations generated by the human
experts and the LLMs for each of the 13 questions, with 52
explanations in total. To maintain impartiality, our evalu-
ators were blinded to the author of each explanation. The
evaluators assessed each explanation using a rating scale
ranging from 1 (low quality) to 4 (high quality), using a
rubric of nine criteria established in existing explanation
literature [14, 15], including accuracy, completeness, read-
ability, relevance, use of analogy, definition of concepts,
use of everyday language, inclusion of examples, and sto-
rytelling. Detailed information on this rubric can be found
at http://tinyurl.com/2jnjd75t. The inter-rater agreement
among the evaluators is between 0.51 and 0.67 (Fleiss’ kappa
score), indicating a moderate to good level of agreement
among the evaluators.
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Figure 1: The overall accuracy rate, evaluated on three LLMs.

Figure 2: The complete accuracy rate by data science knowledge
components, evaluated on three LLMs.

4. Results

4.1. Accuracy of Responses
Figure 1 summarizes the overall accuracy of the three
LLMs. The results show that GPT-4 outperformed the other
two models in providing completely correct answers at a
frequency of 72%, compared to 56% for Google Bard and
42% for GPT-3.5. We also noted that GPT-4 and Bard rarely
generated completely wrong answers ( 3% for GPT-4 and 5%
for Bard), compared to GPT-3.5’s 11%. Out of the 39 ques-
tions, only a single question remained unanswered by all
the three LLMs. Furthermore, Bard could not answer three
questions, attributing this to its status as a language model.
However, GPT-4 generated responses for these questions,
with one being completely accurate and the other being
partially correct. GPT-3.5 couldn’t answer one of the three
questions, attributing this to limitations in its AI capabilities.
To further understand LLMs’ capacity to provide reliable
answers to questions on different KCs, we analyzed the rate
of complete correctness by KCs. As summarized in Fig-
ure 2, we note consistent patterns among the three models
across all KCs, with GPT-4 outperforming (at least no worse
than) Google Bard, which in turn has an edge over GPT-3.5.
Focusing on the best performing GPT-4 on the two most
frequent KCs, it is interesting to note that GPT-4 can achieve
an impressive 90% accuracy for the problem formulation
KC while less reliable for the model diagnosis KC (50%).
Bard was less reliable for the problem formulation KC (67%).
GPT-3.5 performed the worst on the problem formulation
KC (44%). All three models seem to struggle with the model
diagnosis KC, with their accuracy no better than 50%.

Figure 3: Human evaluations of multi-dimensional quality of
explanations generated by human experts and LLMs.

4.2. Quality of Explanation
As illustrated in Figure 3, GPT-4 emerges as the best per-
former, consistently receiving the highest scores in 7 of the
criteria. This highlights its potential to produce comprehen-
sive, engaging, and informative explanations. Across the
board, all generators scored 3 out of 4 in the “Using everyday
language” criterion. GPT-3.5 and Bard demonstrated reason-
able competitiveness in several criteria. Interestingly, the
rubric criteria led evaluators to categorize human explana-
tions as less compelling with respect to “Defining Concepts”,
“Using Examples” and “Storytelling”.

We also conducted a qualitative analysis to identify pat-
terns in how explanations are given from a pedagogical
point of view. We note that the explanations seem to follow
a predictable structure, including a restatement of the ques-
tion, the correct answer, and the reason for choosing the
correct answer and not choosing the incorrect answer. It’s
interesting to note that when they introduce a new term,
like “overfitting” or “regularization,” that was not mentioned
in the question or answer options, they usually give a short
definition of the term. In some instances, we found that
the language model can provide additional insights based
on common knowledge. For example, when discussing the
factors to be considered for a house price model, GPT-4 ex-
plained: “Changes in the overall economy can have a major
impact on home prices. For example, during a recession,
home prices might fall due to decreased demand.” This extra
information could make the explanation more accessible to
learners.

5. Conclusion and Future Work
In this study, we explored the potential of using LLMs as
intelligent coaching assistants for DSPS, focusing on their
ability to provide accurate responses and high-quality expla-
nations. We evaluated three popular LLMs: GPT-3.5 (a.k.a.
ChatGPT), GPT-4, and Google Bard, using a set of case-
based DSPS problem sets called Caselets. Human evaluation
and quantitative measures have demonstrated the promise
of LLMs, especially GPT-4, in generating accurate answers
and high-quality explanations. We also note the varied ca-
pacities of LLMs in providing correct answers to questions
focusing on different types of KCs. Specifically, we note
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that LLMs perform better on the problem formulation KC
and struggle with the model diagnosis KC. One possible
explanation for the heterogeneity in LLMs’ performance
by KC is that problem formulation KC relies on reasoning
based on textual information, while model diagnosis KC re-
quires reasoning over quantitative information (e.g., model
performance), which seems to be a weakness for LLMs in
general.

It is worth noting that though there were cases where
the LLMs excelled, there were also situations where they
answered questions partially or entirely wrong. These in-
correct responses, however, were delivered with apparent
confidence. This poses a risk for beginners who need help
distinguishing between correct and misleading explanations.
It emphasizes the need for transparency: learners should be
informed that specific explanations come from LLMs, not hu-
mans, and be alerted to potential errors despite their author-
itative tones [16]. Engaging critically with LLM-generated
instruction content should be an integral part of data science
education in the era of generative AI. As LLMs continue to
evolve and improve, repeating these experiments to guide
their future development is essential. To improve upon the
baseline that relies on zero-shot learning, we plan to inves-
tigate the usefulness of LLMs in assisting DSPS in few-shot
learning settings. Moreover, we will also explore the impact
of model temperature on LLMs’ ability to generate accurate
answers and high-quality explanations.

Our study offers insights into using AI for data science
education, focusing on LLMs within the Intelligent Tutoring
System framework. We demonstrate LLMs’ understanding
of DSPS and their potential to generate effective explana-
tions. In the future, we will integrate student models and
explore human coaches’ roles in AI-assisted learning to
maximize an intelligent coaching system’s potential.
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