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Abstract

Large Language Models pre-trained on vast amounts of text have demonstrated remarkable capabilities in modeling and

generating human language, finding applications across a wide range of Natural Language Processing tasks. However, recent

studies have unveiled the presence of biases in these models, inherited from social biases reflected in their training data. In this

research article, we delve into the examination of grammatical gender’s influence on four distinct languages exploring how

the gender prejudices, exhibited by the LLMs, relate to their capacity to characterise social realities. We show that prevalence

of gender biases differ not just in relation to the architecture and training data of the LLMs, as previously documented,

but also vary with respect to the language and level of grammatical gender marking present in the language under study.

Different LLM systems and languages are examined, ranging from a major grammatical gender language, such as Polish, up

to English, which lacks most gender inflection, and throughout gendered languages, such as German and Spanish.
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1. Introduction
Large Language Models (LLMs) are neural network sys-

tems that have been trained on massive amounts of text

data by using deep learning techniques [1, 2]. These

models seem capable of generating and comprehending

human-like text, e.g., having reported remarkable perfor-

mance across the majority of Natural Language Process-

ing (NLP) benchmarks and tasks [3, 4]. Pre-trained LLMs

are often adapted or fine-tuned to a specific NLP task

(often referred to as downstream tasks) aiming at reduc-

ing the computationally expensive and time-consuming

training stage. Downstream tasks can include a range

of NLP tasks such as machine translation, question an-

swering, semantic parsing, natural language inference

or paraphrasing, among others [5] and often rely on

extracted word embeddings [6] from pre-trained LLMs,

e.g., in sentiment and gender bias towards politicians [7].

However, they are not immune to the biases that exist

in the society, often reflected in their training corpora,

as gender bias or other social clichés [8]. As LLMs are

trained on not well-balanced data, in terms of gender

or other attributes, they reflect societal stereotypes in

many shapes, forms and times [9, 10]. The biases that are

present in the massive amounts of linguistic data used to

train LLMs are often incorporated by them, like the case
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of Virtual Assistants [11]. This could have a long-lasting

effect on the behavior of society conditions. Leading to

discriminatory responses and decisions about race, age,

religion, geographical origins, or the specific case of gen-

der [7, 12, 13, 14]. Thus, perpetuating mechanisms that

create and maintain male dominance.

As a result of this, LLMs could not correlate female

terms, e.g., with engineering professions, being prone to

not promote female candidates for engineering positions

even when being equally qualified [15, 9] as their male

counterparts. A biased LLM may perpetuate harmful

stereotypes and reinforce both bad preconceptions and

prejudices which would limit chances and increase in-

equalities, then limiting opportunities for some groups

[16].

Furthermore, online data is gathered from the specific

group of population that uses online resources, which

has particular characteristics, resulting in biased train-

ing samples that fail to effectively reflect the needs of

marginalised social groups [17, 18, 2]. Detecting and char-

acterizing biases becomes a crucial task, especially in the

case that such models are used in high-risk domains
1

,

where NLP applications can easily limit human poten-

tial, e.g., by inducing biases against women in authority

[19]; hamper economic growth, and, definitively, rein-

force social inequity [20]. In the labour market domain,

efforts to address gender biases include promoting di-

versity and inclusion in hiring and promotion processes,

raising awareness of unconscious bias, and providing sup-

port to women and other underrepresented groups [21].

1
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But the problem does not only apply to the data. NLP

systems are prone to amplify the gender bias exhibited in

text corpora. Hence, the problem becomes multi-faceted

and may be present at various stages of the development

of NLP systems, including training data, resources, pre-

trained models, and algorithms [22]. Further propagation

of gender bias from NLP models to downstream applica-

tions is likely to reinforce harmful stereotypes and may

result in, for example, discrimination of female candi-

dates on the labour market.

Presence of LLMs’ gender biases in the labour mar-

ket domain has been previously investigated at the level

of professions, assessing the correlation between labour

census and LLMs’ association scores for a subset of pro-

fessions across genders [8, 23]. However, we argue that

this form of bias evaluation does not consider relation-

ships between professions, such as the economic sectors

in which their activity is developed.

For this reason, we provide an alternative perspective

that relies on the evaluation of biases in LLMs at the level

of economic sectors. Using a higher level of granularity

allows us to detect patterns that could not be observed

before. The findings of this study have important im-

plications for the development and use of cross-lingual

language models. By quantifying gender bias, these mod-

els can be improved to provide more fair and unbiased

representations of language. This research contributes

to the broader goal of promoting gender equality and

reducing bias in NLP applications.

2. Related Work
Gender bias is understood as the systematic preference or

prejudice toward one gender over the other [17, 24, 25].

Previous work has studied the issue of quantifying so-

cial biases in language [26], NLP [27, 28], and specifi-

cally, gender biases elicited by LLMs or carried on by

implicit associations in their word embeddings, for hu-

man work-related activities [15]. However, while the

proposed methods work well for English-based LLMs,

they fail to capture bias for languages with a rich mor-

phology or gender-marking, such as German, Polish or

Spanish [29]. Countries where gendered languages are

spoken often evidence less gender equality compared to

countries with other grammatical gender systems [30].

While previous work has centered on the English lan-

guage, recent studies have explored bias in multilingual

contexts and languages other than English [31, 32, 33, 34]

.

There are weak evidences that language shapes the
way of thinking. Previous argument is mentioned in the

work of Whorf and Carroll [35] and such ideas have been

the subject of debate and criticism. Whorf’s work ex-

plores the idea that language shapes our cognition and

perception proposing that language influences the way

we perceive and think about the world, a concept known

as the Sapir-Whorf hypothesis or linguistic relativity hy-

pothesis. Whorf argues that different languages may lead

to different ways of thinking and perceiving the world,

suggesting that language not only reflects our thoughts

but also shapes and constrains them, having the key ar-

gument that language affects our perception of time.

In contrary, some studies argued that the influence of

language on thought is limited and that there are uni-

versal cognitive processes that are independent of lan-

guage [36]. This pattern of perception, which is predicted

by the asymmetry between space and time in linguistic

metaphors, was reported also in [37] by tasks that do not

involve any linguistic stimuli or responses, arguing that

our mental representations and conceptualization of time

are built upon our experiences with space and motion

and not necessarily involving the way we talk about time,
e.g., by using the spatial language from an idiom.

Nonetheless, recent research has provided evidence

supporting the influence of the language we speak on our

cognitive framework of the world we perceive. The work

of Tan et al. [38] uses functional magnetic resonance

imaging (fMRI) reporting that brain regions involved

in language processing are also activated during percep-

tual decision-making tasks, which suggests that language

and perception are closely intertwined. Finally, the study

from Banaji and Hardin [39] supports the claim that gen-

der information conveyed by word and sentences can

automatically influence judgement, creating a form of

automatic stereotyping in persons.

One of the primary objectives of this research is to

investigate differences in gender equality among coun-

tries, across various economic sectors, and with regard to

LLMs. This research will explore the correlation between

gender-marked languages and gender equality and evalu-

ate whether LLMs represent the world depending on the

language they were trained on. Additionally, previous

work in LLMs and labour sector, from computational lin-

guistics [8, 15] has focused on a small fraction (∼15.6%)

of the complete list of professions available in the U.S.

census to assess biases where differences in gender preva-

lence according to the census are maximised (e.g., fe-

male professions) or minimised (e.g., neutral professions).

However, the previous analysis does not shed light on

patterns that might be dependent on the economic sector

where the full set of professions are located.

2.1. Contributions
This work makes the following contributions: (i) We ex-

tend previous definitions of gender biases in pre-trained

LLMs to work with two different types: stereotyping bias
and representation bias and characterise multiple items

in the trade-off between them. (ii) We evaluate such
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Figure 1: Density plots of female and male distributions of association scores for (a) balanced, (b) statistically female and (c)

statistically male professions averaged for the Spanish RoBERTa-BSC large cased (upper) and bar plots of the corresponding

association scores for each individual profession (bottom). Spanish professions are cherry-picked using the same criteria as the

BEC-PRO dataset and using only gendered attributes. The association scores are estimated using the method in Section 3.3.2

biases in pre-trained LLMs across multiple languages,

ranging from languages without grammatical gender (e.g.,

English) to rich morphological or gender-marking lan-

guages, which we name gendered languages (e.g., Span-

ish). (iii) For each language, we perform an evaluation

on multiple pre-trained LLMs such as BERT [40] and

RoBERTa [41]. (iv) With state-of-the-art focused in study-

ing biases in labour market at the level of professions,

we change the lenses and analyze them at the level of

economic sectors, comparing results with gender statis-

tics for the labour market. (v) We will release our code

including templates.

3. Methodology
This section describes the methodology employed to mea-

sure gender bias in LLMs, with a focus on labour market

stereotypes. In our work, we leverage pre-trained LLMs

to quantify gender bias using a template-based approach

to measure association scores between a token and a

masked target or attribute.

3.1. Pre-trained Language Models
Pre-trained LLMs have been successfully employed to

different tasks and numerous applications in NLP in re-

cent years. Significant performance gains have led to

the development of various architectures. One of the

most prominent LLMs is BERT [40]. Later RoBERTa

[41], a more robust version of BERT, was released. Both

models rely on the Transformer architecture introduced

in [42]. In a nutshell, BERT is trained to predict the

original tokens in a sentence that have been randomly

masked. Utilizing the Masked Language Model (MLM)

objective, BERT evaluates the probability distribution

of possible tokens that could fit the masked position in

the sentence, attempting to correctly infer the original

masked word. Additionally, the model predicts the next

sentence. RoBERTa aimed to address some of the short-

comings of the BERT architecture, hence RoBERTa was

trained with dynamic masking instead of the static vari-

ant when a sequence is input to the model.

In particular, we performed experiments with two

types of LLMs: BERT [40] and RoBERTa [41]. All the

BERT base models were trained using 110M parameters,

while BERT large with 340M parameters. RoBERTa

base and large models were trained with 125M and

355M parameters respectively. Importantly, we exper-

imented with different LLM architectures (BERT and

RoBERTa), model size (base and large), as well as uncased

and cased variants for four languages. In the previous

studies, such as [15] the evaluation of LLMs was limited

only to two languages (English and German), only one

model type (BERT base) and the authors did not analyze

how casing influences the results. The diverse models

and the corresponding languages and corpus they were

trained on are outlined in table 4.



Table 1
Example of templates for the different languages. Depending on the grammatical gender system of the language, Polish,

German and Spanish templates are changed accordingly in pronouns, verbs or articles, see section 3.2.

English Spanish
< 𝑝𝑒𝑟𝑠𝑜𝑛 > works in the < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 > sector. < 𝑝𝑒𝑟𝑠𝑜𝑛 > trabaja en el sector < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 >.

< 𝑝𝑒𝑟𝑠𝑜𝑛 > has a job in the < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 > sector. < 𝑝𝑒𝑟𝑠𝑜𝑛 > tiene un trabajo en el sector < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 >.

< 𝑝𝑒𝑟𝑠𝑜𝑛 > would like a job in the < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 > sector. < 𝑝𝑒𝑟𝑠𝑜𝑛 > quiere un trabajo en el sector < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 >.

< 𝑝𝑒𝑟𝑠𝑜𝑛 >, who works in the < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 > sector, had a good day at work. < 𝑝𝑒𝑟𝑠𝑜𝑛 >, que trabaja en el sector < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 >, tuvo un buen día en el trabajo.

< 𝑝𝑒𝑟𝑠𝑜𝑛 > applied to the position in the < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 > sector. < 𝑝𝑒𝑟𝑠𝑜𝑛 > solicitó una posición en el sector < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 >.

German Polish
< 𝑝𝑒𝑟𝑠𝑜𝑛 > arbeitet im < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 >. < 𝑝𝑒𝑟𝑠𝑜𝑛 > pracuje w sektorze < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 >.

< 𝑝𝑒𝑟𝑠𝑜𝑛 > hat einen Job im < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 >. < 𝑝𝑒𝑟𝑠𝑜𝑛 > ma pracę w sektorze < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 >.

< 𝑝𝑒𝑟𝑠𝑜𝑛 > würde gerne im < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 > arbeiten. < 𝑝𝑒𝑟𝑠𝑜𝑛 > chciałby pracować w sektorze < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 >.

< 𝑝𝑒𝑟𝑠𝑜𝑛 >, < 𝑎𝑟𝑡𝑖𝑐𝑙𝑒 > im < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 > arbeitet, hatte einen guten Arbeitstag. < 𝑝𝑒𝑟𝑠𝑜𝑛 >, który pracuje w sektorze, < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 > miał dobry dzień w pracy.

< 𝑝𝑒𝑟𝑠𝑜𝑛 > hat sich um die Stelle im < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 > beworben. < 𝑝𝑒𝑟𝑠𝑜𝑛 > ubiegał się o pracę w sektorze < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 >.

3.2. Grammatical and Natural Gender
Languages

In the field of linguistics, a grammatical gender system

represents a distinct form of a noun class system, wherein

nouns are categorised based on gender attributes. In

languages featuring a grammatical gender system, the

majority of the nouns inherently bear one value of the

grammatical category known as gender.

The Spanish language is considered a romantic lan-

guage that falls within the grammatical gender language

category as well as German and Polish languages. In

Spanish, there are two genders: masculine and feminine,

and both the noun and adjective systems exhibit these

two genders [43]. In addition, articles and some pro-

nouns and determiners have a neuter gender in their

singular form. German is also an inflected language

[44] with three genders: masculine, feminine and neuter.

In Polish, the only non Indo-European language in this

study, nouns belong to one of three genders: masculine,

feminine and neuter. In this West-Slavic language, the

masculine gender is also divided into subgenders: ani-

mate/inanimate in the singular, and human/nonhuman

in the plural. Furthermore, adjectives agree with nouns

in terms of gender and conjugated verb forms agree with

their subject’s gender in the case of past tense and sub-

junctive/conditional forms.

Nevertheless, English is considered a natural gender

language and most of the nouns, with some exceptions,

are considered genderless [44]. English has three gen-

dered pronouns, but no longer has grammatical gender in

the sense of noun class distinctions or inflections. Instead,

gender is characterised through the language’s pronouns

[30], that is, the distinction between "he", "she", and other

personal pronouns and "it".

3.3. Bias Quantification
To quantify biases in a particular context, it is important

to first establish a clear definition of what a bias-free sys-

tem would look like. This requires a thoughtful reflection

on the desired behavior of the analysed model and the

impact that potential biases might have. In our work, we

approach this task from two different perspectives, what

we name Stereotyping Bias (𝑆𝑏) and Representation Bias
(𝑅𝑏). The former quantifies how a given LLM is far from

gender neutrality given a context. The latter takes into

account the LLM bias with respect to what is observed in

society. For instance, in figure 1d where professions are

supposed to be balanced among genders [15], we would

expect that a BERT model with no bias will produce asso-

ciation scores around zero (see section 3.3.2 for more de-

tails on the association scores). Looking at figure 1a, any

deviation from the observed perfect overlapping would

account for stereotyping bias, see sections 3.3.3 and 3.3.4

for further details on the two perspectives on bias quan-

tification. The applicability and preference for one notion

over the other depends on the context of usage of the

LLM at hand [45]. Existing studies quantify gender bias

in pre-trained LLMs typically using tailored sets of syn-

thetically generated sentences and implicit associations

between word embbedings [46]. In the work of Kurita

et al. [47], gender bias in BERT models is measured using

a probability-based metric [25] and by using template

sentences. Specifically, the LLM is directly queried for a

particular token in a template sentence by sequentially

masking of either target or attribute token, see table 1 in

where < 𝑝𝑒𝑟𝑠𝑜𝑛 > and < 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐_𝑠𝑒𝑐𝑡𝑜𝑟 > stand

for the target and the attribute words, respectively. In our

analysis, the mask [TARGET] is replaced by gendered

nouns and pronouns (e.g.: he/she/my sister) and the mask

[ATTRIBUTE] is replaced with terms related to specific

economic sectors (e.g., fishing/services/secondary). As

contextualised embeddings of a given token are depen-

dent on its context, a relative measure of bias for the

attribute word can be evaluated by substituting target

classes (e.g., male and female). In [47], the authors com-

pare their evaluation method with the baseline cosine

similarity measure among word embeddings.

However, applying Kurita’s methodology confronts

different challenges when applied for grammatically gen-

dered languages such as Spanish or German. Previous

work by Bartl et al. [15] demonstrated that the original

association scores proposed in [47] were not effective

for the German language due to its inherent gender suf-



fixes in attributes. In English a few gendered words ex-

ist (e.g., king/queen, waiter/waitress, actor/actress), and

measuring the association score for sentences with those

words, e.g., "[TARGET] is the waitress", with male or fe-

male options would yield misleading results when using

word embedding projection methods [29], thus show-

ing a gender bias against men instead of women. This

phenomenon prevails into gendered languages, where

different words are used for each gender. For instance, if

we compare the distributions from the figures 1a to 1c,

corresponding to the distributions of association scores

for Spanish language, we notice that Kurita’s method

obtains overlapped distributions for the three groups of

professions in Spanish language. This result is also con-

firmed by a drastic reduction of the p-values obtained by

a Wilcoxon test statistic compared to English distribu-

tions. It is worth to mention that the same effect occurs

for both German, as previously noticed by Bartl et al. [15],

and for the Polish languages. The previous results moti-

vate us to develop a new set of templates, aiming to avoid

the effects of gendered attributes for the quantification

of bias in this work.

3.3.1. Templates

We adapt the idea of using templates to quantify and

measure gender bias [47, 15]. Bartl et al. [15] used associ-

ation scores to analyze gender biases across professions,

releasing the BEC-Pro dataset for English and German

languages. We follow a similar approach, but we extend

the analysis to two additional languages: Spanish and Pol-

ish. More importantly, we shift the focus from individual

professions to entire economic sectors.

Note that, as we discussed before in 3.3, the relation

between the grammatical gender of the person word and

the profession does influence the associations scores in

gender-marking languages. In response to this, the novel

approach of measuring biases across economic sectors

instead of using a list of occupation words allows us to

minimize potential complications stemming from gram-

matical gender inflections and pronouns. Additionally,

by examining economic sectors, our investigation encom-

passes an aggregated view instead of limiting the analysis

to a specific list of professions and, for instance, facilitat-

ing the relation of results to macroeconomic statistics.

Our templates are designed to assess gender bias in

LLMs concerning economic sectors. To achieve that, we

take into account changes in sentence structure (e.g.,

articles) depending on the female or male person word.

These templates follow a standard structure, where a

sentence contains an economic sector reference as the

attribute with a specific gendered term as the target.

3.3.2. Adapted Kurita’s algorithm

The association scores methodology proposed by Kurita

et al. [47] is employed to measure the likelihood of a

masked word being associated with a specific gender.

These scores quantify the gender bias present in the LLMs

by evaluating the probability that the masked token is

classified as male or female. Higher scores for a particular

gender indicate a stronger bias towards that gender in

the predictions of the evaluated LLM.

The aim of this method is to estimate the implicit as-

sociation between specific targets and attributes using

BERT’s MLM objective. For example, using the tem-

plate sentence "she works in the construction sector",

the method can quantify the association between the tar-

get female (given by the pronoun "she") and the attribute

construction. The distribution scores drawn by figure 1

are obtained in the same manner.

The main steps of the method are as follows:

1. Prepare a template sentence

e.g. "[TARGET] works in the [ATTRIBUTE] sec-

tor".

For example this may be "she works in the con-

struction sector".

2. Mask the [TARGET] word and compute the target

probability 𝑝𝑡𝑔𝑡 which corresponds to the likeli-

hood of the target word given an unmasked at-

tribute.

For the updated example, the sentence becomes

"[MASK] works in the construction sector" and

𝑝𝑡𝑔𝑡 measures how likely the LLM is to predict

"she" as the missing word.

3. Compute the prior probability 𝑝𝑝𝑟𝑖𝑜𝑟 , which is

the likelihood of the target word when the at-

tribute is also masked.

The example sentence would be "[MASK] works

in the [MASK] sector", and 𝑝𝑝𝑟𝑖𝑜𝑟 is the probabil-

ity of predicting "she" without the influence of

the attribute.

4. Compute the association between target and at-

tribute as 𝑎𝑠 = log
𝑝𝑡𝑔𝑡

𝑝𝑝𝑟𝑖𝑜𝑟
.

This logarithmic ratio is the association score, 𝑎𝑠. To

measure gender bias, we compute the gender bias by com-

paring these scores for different targets, such as "he" and

"she", averaging for all templates and taking the differ-

ence between female and male association score averages.

This method, as evidenced in the original paper, outper-

forms traditional cosine-based measures like WEAT [8]

in detecting gender biases.

3.3.3. Stereotyping Bias

Stereotyping bias (𝒮𝑏) quantifies the extent to which a

given LLM is far away from gender neutrality in a given



context given by a specific language (ℒ) and a LLM model

(ℳ). To do so, it quantifies the disparities in average

association score across genders for each of the economic

sectors: primary, secondary and tertiary.

To calculate the overall 𝑆𝑏 across sectors we first cal-

culate the stereotyping bias for a specific sector 𝑠 as

the inner disparity ℐ𝒟𝑠(ℒ,ℳ) by first computing the

model’s average difference between association scores 𝑎𝑠

between females and males. This difference is calculated

for each i-th sentence generated for females 𝑎𝑠(𝑓𝑖) and

males 𝑎𝑠(𝑚𝑖) between the total number 𝑛 of male and

female oriented sentences generated for ℒ and 𝑠.

ℐ𝒟𝑠(ℒ,ℳ) =
1

𝑛

𝑛∑︁
𝑖=0

(︀
𝑎𝑠(𝑓𝑖)− 𝑎𝑠(𝑚𝑖)

)︀
(1)

The overall stereotyping bias 𝒮𝑏 across sectors for ℳ
and ℒ is computed as the average inner disparity across

all three economic sectors:

𝒮𝑏(ℒ,ℳ) =
1

3

3∑︁
𝑠=1

ℐ𝒟𝑠(ℳ,ℒ) (2)

A model ℳ trained for language ℒ without stereotyp-

ing bias 𝑆𝑏(ℒ,ℳ) = 0, would produce equal average

association scores for male and female targets in eco-

nomic sectors. Negative values indicate bias favoring

males, while positive values indicate bias favoring fe-

males. Stereotyping bias is specific to each model and

the language in which it was trained.

3.3.4. Representation Bias

With a the broader view, representation bias in a given

domain generally refers to the underrepresentation or

overrepresentation of certain groups (such as genders

or ethnicities) as compared to their prevalence in the

overall target population. However, in the context of our

research, we adopt a definition of representation bias (ℛ𝑏),

particularly tailored to the context of our analysis. Here,

ℛ𝑏 is understood as the divergence of a model’s internal

representation of genders from the actual societal gender

distributions in the workforce.

We define the overall representation bias across eco-

nomic sectors for a given LLM ℳ trained for language

ℒ as:

ℛ𝑏(ℒ,ℳ) =
1

3

3∑︁
𝑠=1

(︀
ℐ𝒟𝑠(ℒ,ℳ)−𝒪𝒟𝑠(ℒ)

)︀
(3)

Here, ℐ𝒟𝑠(ℳ,ℒ) is the model’s inner disparity score

as defined above, and 𝒪𝒟𝑠(ℒ) represents the observed

gender ratio in economic sector 𝑠 in the country asso-

ciated with the language ℒ. 𝒪𝒟𝑠(ℒ) is calculated by

comparing the percentages of females and males in sec-

tor 𝑠 using data from the Global Gender Gap Index across

different countries.

A balanced model (ℛ𝑏 = 0) perfectly reproduces so-

cietal gender distributions. Negative values indicate a

model preference for males compared to the real preva-

lence, while positive values indicate a preference for

females. This metric helps language modelers ensure

accurate societal representations in their models.

3.4. Labour Market Data
We evaluate gender bias by investigating the relation be-

tween gender-denoting target words and sectors names

in English, Spanish, Polish and German. As mentioned

before, our proposed method avoids using professions

names, gendered or not, to keep the attribute unchanged

among languages, thus making the results comparable

among different languages under study. The observed

bias is compared to real-world through the gender statis-

tics across activity sectors provided by the World Bank

(see table 2), which describe the prevalence of males and

females across economic sectors. Comparisons are done

based on specific countries and their relative languages

(e.g., Spanish models are compared with statistics from

Spain) so that we are able to specifically compare each

model’s outputs with its social reality, regarding the level

of gender equality represented at the workforce statistics

and per each economic sector. We also report the Global

Gender Gap Index
2

by the World Economic Forum (WEF).

As seen in table 2, the bigger gender gap among sectors

is found for the secondary sector, a common trend in the

four countries, where is mostly occupied by male work-

ers. The contrary case is found in the tertiary sector, in

where the relative difference favours the female gender.

For the primary sector, a similar statistic is found except

for Poland where gender is almost balanced.

4. Results
The results obtained for LLMs trained in English, German,

Spanish and Polish languages reveal intricate patterns

of the two notions (𝑆𝑏, 𝑅𝑏)of gender bias that emerge

and fluctuate across languages, economic sectors, and

model types. The analysis based on results depicted in

figure 2, representing gender bias, separated by primary,

secondary, and tertiary sectors, exhibits diverse trends

across languages and sectors. As can be observed, the

uncased BERT models generally exhibit less stereotyping

2
The GGG index "assesses countries on how well they

are dividing their resources and opportunities among their

male and female populations, regardless of the overall levels

of these resources and opportunities", https://www3.weforum.

org/docs/WEF_GGGR_2022.pdf

3
https://genderdata.worldbank.org/indicators/sl-empl-zs/

https://www3.weforum.org/docs/WEF_GGGR_2022.pdf
https://www3.weforum.org/docs/WEF_GGGR_2022.pdf
https://genderdata.worldbank.org/indicators/sl-empl-zs/
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Figure 2: Stereotyping vs representation bias trade-offs on the analysed models. Negative values indicate bias towards male

gender.

bias compared to their cased counterparts in all languages.

Within the range of languages analysed, Polish demon-

strates the lower stereotyping bias, followed by Spanish,

with German and English showing similar average val-

ues, but with English models demonstrating a broader

range of stereotyping bias.

When analyzing results both aggregated and across

sectors, an interesting pattern emerges. In the 2D scat-

terplot all models, for a given language, align along a

specific trajectory, revealing a clear trade-off between

how accurate a language model represents the social re-

ality (representation bias) and the stereotyping bias that

the language model exhibits.

Specifically, we are interested in the specific domains

for 𝑅𝑏 in which grammatical gendering of the LLM’s lan-

guage might be a proxy for predicting gender inequality

in the country of the spoken language. As reported by

Prewitt-Freilino et al. [30] , countries predominated by a

natural gender language, like English, evidence greater

gender equality than countries with other grammatical

gender systems. Albeit, as seen in table 2, that is not

the case for the English GGG index (only accounting for

England), lower than GGG indexes reported for Germany

and Spain, both gendered languages.



Table 2
The male/female columns refer to the % of workforce in the

sector. The Rel. diff. column stands for the relative difference

between both genders, normalised in the range [-1,1], where

negative values indicate real-world bias towards male gender.

The Global Gender Gap index (GGG) reported by the World

Economic Forum 2022
2

and employment by sector with respect

to gender statistics from 2019 by the World Bank
3
. The values

of the index range from 0 to 1, with higher values indicating

greater gender equality.

Language GGG Sector Female Male Rel. diff.

Primary 37.64 62.36 -0.25

German 0.801 Secondary 28.90 71.10 -0.42

Tertiary 61.80 38.21 0.24

Primary 28.13 71.87 -0.44

Spanish 0.788 Secondary 26.23 73.77 -0.48

Tertiary 60.40 39.60 0.21

Primary 49.00 51.05 -0.02

Polish 0.709 Secondary 32.10 67.94 -0.36

Tertiary 65.65 34.35 0.31

Primary 31.19 68.81 -0.38

English 0.780 Secondary 24.22 75.78 -0.52

Tertiary 59.34 40.66 0.19

For the case of the English LLMs, see figure 2a, the

BERT base uncased and RoBERTa base cased models re-

port the lowest |ℛ𝑏| and |𝒮𝑏|, thus being both a good

proxy for real-world data and low stereotyping of LLMs.

Note that values of 𝑆𝑏 can be understood as the LLM’s

perception of the world once the LLM is trained in a spe-

cific language, whereas 𝑅𝑏 describes its capacity for pre-

dicting the real-world data or gender gap. Similar results

are observed for Spanish, where the Base models out-

perform Large models in both bias metrics, ℛ𝑏 and 𝒮𝑏.

Note that the main difference between Large and Base

models resides in the number of parameters employed

for the architecture, being the number of tokens in the

training corpus the same for both LLM systems. Table 4

in annex, summarizes the training data used and number

of parameters for each LLM.

Regarding the Spanish model BERTIN, it corresponds

to a RoBERTa base model trained with 100B tokens more

than the RoBERTa-BSC model. In the figures, both mod-

els are denoted with an orange circle. BERTIN portrays

the lowest error in term of bias, skewed toward negative

values of 𝑅𝑏 for the sector aggregation graph 2a. Note

that the graph for all sectors is computed as a weighted

average using WEF data proportions from the other three

sectors results, see table 2.

Overall, the gendered languages exhibit a smaller vari-

ance around the (𝒮𝑏,ℛ𝑏) = (0, 0) compared to English

LLMs. Nonetheless, by removing the Large models from

the analysis, we can realize that English LLMs, trained

with a natural gender language, are closer in average

to the non-bias point (0, 0) compared to the rest of lan-

guages, except for Polish. Previous result is diluted de-

pending on the specific economic sector we look at, in

where the English 𝑅𝑏 in primary and secondary sector

is compensated by the tertiary sector, the latter biased

towards the female direction.

We also observe interesting results in the case of the

Polish language, which belongs to a family of Slavic lan-

guages. Polish, as a West Slavic language, is gendered;

however, there is a very limited number of studies inves-

tigating bias even in the broader Slavic language family

[48] . Hence, the lack of such analysis is addressed in our

work. The results for Polish LLMs, as shown in figure 2,

in general demonstrate lower representation bias scores

as compared to other languages.

We hypothesize that one of the reasons might be at-

tributed to the gender-sensitive grammar structures in

Polish. Unlike many other languages, Polish modifies not

only pronouns but also verb forms to correspond with

gender. For example, in certain sentence templates, the

conditional and past tenses of verbs, and relative pro-

nouns, alter according to the gender of the person being

referred to. This linguistic feature may potentially impact

how LLMs learn and represent gender-related concepts

in Polish, thus influencing the extent of bias observed

in these models. Given the gendered nature of Polish

and how the provided patterns reflect that, we conclude

that the representativeness (as indicated by the repre-

sentation bias) of Polish LLMs is slightly better than its

English, Spanish and German counterparts due to the

necessary agreement of verbs and pronouns with the

gendered subject.

5. Conclusion
In this work, we have used the idea of association scores

[47] to quantify gender biases in LLMs in the labour

market at the level of economic sectors. We distinguish

between two different notions of biases: (i) Representa-

tivity bias and (ii) Stereotyping bias. The first quantifies

the extent to which the model is able to learn patterns

that can be observed in society, whereas the latter studies

how far from gender-neutral its internal representation

is.

By conducting this cross-linguistic analysis, we con-

tribute to the understanding of biases in LLMs, highlight-

ing the nuanced interplay between language structure,

training data, and the biases exhibited by these models.

Our study underscores the importance of comprehend-

ing how biases are captured or amplified within LLMs,

paving the way for future efforts to mitigate and address

these biases.

We use these definitions of bias to characterise multi-

ple state-of-the-art pre-trained LLMs, comparing results



among different languages, from languages with no gram-

matical gender, or natural gender, to gendered languages.

Among other results, the conducted analysis reveals in-

teresting and consistent trends where biases vary across

languages and economic sectors, being Polish the lan-

guage whose models systematically showcase less biases

and the tertiary sector, the unique case for which the

models exhibit a biased preference towards the female

gender.

Additionally, we observed a quasi-linear relation be-

tween both types of biases, with most of the models

exhibiting representation, stereotyping biases or a combi-

nation of both and Large models reporting higher biases.

We expect these results to contribute to building a bet-

ter understanding on the presence of systematic gender

biases in LLMs.

5.1. Limitations and Future Work
This study uses a multi-language dataset, synthetically

created with equivalent examples across the studied lan-

guages. However, as other datasets used in the related

work, it is still limited in the sense that few templates

are used to generate it. Additionally, it is important to

note that cultural biases might affect the understanding

of the translated templates to each language, leading to

differences that could be reflected in the obtained results.

This raises the possibility that unintended biases may be

present in the results derived from the data.

Furthermore, the dataset is composed by a tailored

collection of terms that are descriptors of economic sec-

tors for which the results are then aggregated. Although

aggregation is a powerful tool to observe patterns, at the

same time it has the drawback of restricting the visibility

of interesting patterns that occur at a lower granular-

ity level, for instance, using professions related to each

economic sector. This means that using solely the re-

sults reported in this work might not be sufficient to

understand all the possible types of biases in LLMs in the

domain of the labour market, but correspond to another

set of information to be accounted.

Moreover, we are comparing individual census with

results of different languages that are spoken in multiple

countries. As a future work, it could be interesting to

compare results across multiple countries that use those

languages. Additionally, more research could be done on

the effects of other demographic factors or covariates.

6. Ethics Statement
This research provides a deepened insight into the in-

fluence of grammatical gender on gender biases within

LLMs across multiple languages. The broader societal

impact of understanding and quantifying these biases is

significant for several reasons:

1. Enhancing Awareness: By bringing attention

to the variances in gender biases across languages,

we can enhance the broader community’s aware-

ness of potential pitfalls when deploying LLMs

in diverse linguistic settings. This awareness is

crucial for developers, policymakers, and users

to make informed decisions about the application

and potential limitations of LLMs in different lin-

guistic contexts.

2. Informed Deployment: Knowledge about

the biases inherent to these models can guide

decision-making processes for institutions and

industries that utilize LLMs. By being aware of

the biases, stakeholders can make better decisions

regarding where and how to deploy these mod-

els, especially in applications that may have real-

world implications for individuals or groups.

3. Influence on Future Research: Our study can

pave the way for future research into the mitiga-

tion of gender biases in LLMs. By understanding

the nuanced interplay between language struc-

ture, training data, and model bias, the commu-

nity can work towards developing techniques and

best practices to address and reduce such biases.

6.1. Ethical Considerations
1. Dataset Limitations: While our study utilizes

a multi-language dataset, it is synthetically cre-

ated with equivalent examples across languages.

As with any synthetic dataset, there’s a risk of

unintended biases, potentially affecting the re-

sults. We recognize and caution that translating

templates across languages can introduce cultural

biases, which might inadvertently influence the

outcomes.

2. Scope of Findings: It is important to understand

that our findings, while indicative of trends, may

not extrapolate seamlessly to other new LLMs or

to every application scenario. For example, we

are only reporting results for a narrow set of lan-

guages and modeled by non-causal LLMs, that

is, no autoregressive models, as GPT-like, have

been evaluated. Biases are intricately linked to

specific training data, model architecture, and ap-

plication context. Our study should be viewed as

a piece in the larger puzzle of understanding and

addressing biases in LLMs, rather than a conclu-

sive assessment of all possible instances of gender

bias in every LLM.

3. Aggregation of Results: Our use of aggregation,

while powerful in discerning patterns, might also

mask more granular biases present in LLMs, par-

ticularly within specific economic sectors or pro-

fessions. Users and developers should be aware



of this and consider more detailed analyses when

appropriate.

4. Comparative Analyses: Our study compares

census data with results from languages spoken

across different countries. The cultural, economic,

and social dynamics of each country can vary

widely, even if the same language is spoken. Fu-

ture work may benefit from a more localized ap-

proach, considering the multifaceted nature of

biases in each country.

5. Potential Misuse: Recognizing that biased sys-

tems can perpetuate stereotypes or reinforce so-

cietal prejudices, it is ethically imperative for de-

velopers and users to ensure that LLMs are not

misused, especially in critical domains where bi-

ases can lead to tangible harms or injustices.
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A. Employment by Sector with Respect to Gender

Table 3
Employment by sector with respect to the gender statistics reported for the year 2019 by the World Bank.

Country Sector Gender Total (%)

Germany

Agriculture
Female 0.8

Male 1.5

Industry
Female 13.9

Male 38.7

Services
Female 85.3

Male 59.7

Spain

Agriculture
Female 2.0

Male 5.7

Industry
Female 9.4

Male 29.5

Services
Female 88.6

Male 64.8

Poland

Agriculture
Female 8.1

Male 10.0

Industry
Female 17.5

Male 43.9

Services
Female 74.4

Male 46.1

United Kingdom

Agriculture
Female 0.6

Male 1.5

Industry
Female 7.7

Male 27.3

Services
Female 91.7

Male 71.2



B. Evaluated Pre-trained Large Language Models

Table 4
Evaluated pre-trained large language models for four different languages.

Language Model class Model Training data

English

BERT [40]

Base uncased

BooksCorpus (0.8B words) [49] and English Wikipedia (2.5B words;

excluding lists, tables and headers). Size: 16GB

Base cased

Large uncased

Large cased

RoBERTa [41]

Base cased BooksCorpus (0.8B words) [49], English Wikipedia (2.5B words; excluding

lists, tables and headers), CC-News (September 2016-February 2019),

OpenWebText, Stories. Size: 161GBLarge cased

German

BERT [50]
Base uncased Wikipedia, EU Bookshop, Open Subtitles, CommonCrawl, ParaCrawl and

News Crawl. Size: 16GB, Tokens: 2.35BBase cased

RoBERTa [51] Base cased

BooksCorpus (0.8B words) [49], English Wikipedia (2.5B words; excluding

lists, tables and headers), CC-News (September 2016-February 2019),

OpenWebText, Stories. Size: 161GB

Spanish

BERT [52]
Base uncased Wikipedia, EU Bookshop, Open Subtitles, CommonCrawl, ParaCrawl and

News Crawl. Size: 4GB, Tokens: 3BBase cased

RoBERTa [53, 54]

Base cased (BERTIN) Spanish mC4 corpus. Size: 1TB, Tokens: 235B

Base cased (BSC) National Library of Spain (Biblioteca Nacional de España) crawls. Size:

570GB, Tokens: 135BLarge cased (BSC)

Polish
BERT [55]

Base uncased Wikipedia, Open Subtitles, ParaCrawl and Polish Parliamentary Corpus. Tokens: 1.9B

Base cased Wikipedia, Open Subtitles (deduplicated), ParaCrawl and Polish Parliamentary Corpus. Tokens: 0.7B

RoBERTa [56] Base cased CommonCrawl, Wikipedia and Polish Parliamentary Corpus. Size: 135GB

https://huggingface.co/bert-base-uncased
https://huggingface.co/bert-base-cased
https://huggingface.co/bert-large-uncased
https://huggingface.co/bert-large-cased
https://huggingface.co/roberta-base
https://huggingface.co/roberta-large
https://huggingface.co/dbmdz/bert-base-german-uncased
https://huggingface.co/dbmdz/bert-base-german-cased
https://huggingface.co/benjamin/roberta-base-wechsel-german
https://huggingface.co/dccuchile/bert-base-spanish-wwm-uncased
https://huggingface.co/dccuchile/bert-base-spanish-wwm-cased
https://huggingface.co/bertin-project/bertin-roberta-base-spanish
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