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Abstract
Chatbots are said to soon become the most frequently used consumer channel service in the world. Users’
expectations are growing, especially regarding the usage of the natural language. In this study, we present our
attempts of training NLP models for Japanese dialect variation with the aim of creating Japanese dialect-aware
chatbot in the future. Firstly, we describe the current situation on chat-bot market. Secondly, we focus on
describing attempts that have already been made to create chatbots sensitive to dialects and low-resourced
languages. Furthermore, the process of collecting data needed for our research is presented. Finally, evaluation
results after model training are shown and described. The results reveal key insights into the models’ strengths
and limitations in understanding Japanese dialects. We discuss noted occurrences and finally outline directions
for our future work.
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1. Introduction

Chatbots, conversational interfaces that are able to communicate with users in anticipated natural-
sounding language, greatly influenced different fields, such as healthcare [1], finance [2] as well as the
broadly understood consumer realm [3]. We also know them as smart bots, chatterbots, interactive
agents or digital assistants. Microsoft’s Cortana and Apple’s Siri serve as perfect examples of well-
known chatbots. Nowadays, the main goal is to create chatbots that will use the same language as their
interlocutor as it is believed that users‘ language choices are determined by their individual style, genre
as well as dialect [4]. According to Marcellus Amadeus et al.:

Speaking like the users may not only create a good relationship between users and AI agents -
consequently, the brand, the person, the company, or else that uses it as its voice - but also can
make the message clearer since it is in a language variety the user understands the most. [5]

Andre Martin and Khalia Jenkins [6] presented a framework for AI dialect introduction on the
basis of research proving that dialect usage might positively influence users‘ trust and satisfaction.
Moreover, it should be noted that if Artificial Intelligence (AI) systems are trained on datasets that are
limited or biased, they might prioritize some dialects over others,which in consequence may unequal
representation of linguistic diversity [7]. Taking those into consideration, we decided to make efforts to
create Japanese dialect-aware chatbot. To our knowledge, at the moment, there is no such conversational
interface system for the Japanese language and its regional variations. We are motivated by the fact
that the Japanese language is rich in dialects [8], many of which are now disappearing1. Additionally,
in 2022 in Japan goo AI x Design conducted a survey regarding chatbot usage2. Their report shows that
neraly 80% of respondents consider chatbots as useful, fast-responding applications. At the same time,
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the correctness of the answers given and the understanding of the input text were identified as the
biggest problems. It led company carrying out the survey to conclusion that technical aspects directly
related to response content, such as natural language processing and chatbot response accuracy need
to be improved.

The outline of the paper is as follows. Firstly, we discuss the current state of chatbot technology and
actions taken so far to build chatbots sensitive to dialects. Then, we shortly describe collecting data
process and how we utilized it. What is more, we explore one of the fundamental steps essential for
creating Japanese dialect-aware chatbot, meaning training models assumed to handle Japanese dialects.
Results of experiments are presented and discussion points are highlighted.

2. Background

2.1. Chatbots today

Around 2027, chatbots are supposed to become the dominant customer service channel for approximately
25% of organizations 3. Moreover, the global chatbot market size was calculated at USD 5,132.8 million
in 2022 and is predicted to achieve a compound annual growth rate (CAGR) of 23.3% from 2023 to 20304.
Such a scale indicates the improvements taking place in the world of Artificial Intelligence (AI) as well
as Natural Language Processing (NLP)‘s realm. Technologies that enhance the knowledge of chatbots
encompass, among others, deep learning, machine learning and NLP [9]. The mutual understanding
of the system and humans makes it possible to reach customer satisfaction. The better and error-
free the responses of the chatbot, the greater the customer’s trust. Additionally, it is supposed that
users’ expectations will grow as the chatbots upgrade their communication abilities or even so-called
social skills [10]. For a long time, research on chatbots and their development focused mainly on
appropriate grammar structures and quick responses. Still, the design of chatbots faces many problems,
including biases, (lack of) emotional involvement, ethical issues or keeping privacy [9]. Posed dilemmas
involve the need for new improvements, so research into the capabilities of chatbots is also being
expanded. In consequence, chatbots‘ system design and language design are in the spotlight. Therefore,
psycholinguistic, sociolinguistic, dialectometry approaches and so forth have been taken. Previous
research has proved that variation within a language often comes from factors such as individual
author/speaker style, dialect or genre [10], so scholars took steps to bring machine language closer
to human-like style and make them more personalized and attractive to potential users. Elsholz et
al. [11] conducted an experiment using two chatbots to sell theater tickets for a Shakespeare play:
one communicating in modern English and one in a Shakespearean-style dialect. The results were
thought-provoking for researchers as modern chatbot reached a higher usability score, whereas scores
regarding interest in play were similar for both chatbots. This highlights the necessity of developing
chatbot‘s responses that will be as close to humans as possible. Marcellus Amadeus et al. [5] also pointed
out that: integrating language variation into conversational AI will build near-real language inventories
and boost user engagement. Users might use more or less formal language, its vernacular variations,
dialect or slang. Realization of language variety leads to expanding research. Scholars as well as big
companies and organizations started paying more attention to the conversational style of chatbots
[12] and exploring their abilities of participating in discussions conducted in diverse language aspects.
Among slowly developing enhancements are chatbots/voicebots able to understand and provide an
answer in low-resourced languages and a wide range of dialects. Thanks to this improvement, users will
not feel obligated to use the standard form of their language, but will input information expressed in
phrases most similar to those they use every day. Therefore, among papers about English and Chinese
chatbots, one can find also research on conversational agents and derivatives focused on, for example,
Vietnamese [13], Irish [14] or Indian languages [15]. Big steps regarding chatbot technology were also
taken in the Arabic world [16].

3https://www.gartner.com/en/newsroom/press-releases/2022-07-27-gartner-predicts-chatbots-will-become
-a-primary-customer-service-channel-within-five-years [access: 2024/04/15].

4https://www.grandviewresearch.com/industry-analysis/chatbot-market [access: 2024/04/15].
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2.2. Existing dialect-aware and low-resource language-aware chatbots: overview

Researchers have been working on developing chatbots that are dialect-aware and capable of handling
under-resourced languages to improve their performance and usability across diverse linguistic com-
munities. We cannot yet speak of a significant number of them, however, on the basis of those available
we can observe certain trends and draw conclusions. Chatbots created to understand language varieties
in linguistically rich countries or communities are coming to the fore. Among 21 countries in the Arab
world, each has its own dialect. In the case of Arabic, nine dialectal categories are distinguished and
each of them has more varieties depending on the particular city or town [17]. Probably the most known
Arabic dialect chatbots are Nabiha [18] and Botta [19]. Nabiha, developed by Dana Al-Ghadhban and
Nora Al-Twairesh, is able to understand and respond in the Saudi Arabic dialect. In the early stages,
authors collected, preprocessed and classified data into several text files in order to build a dialogue
corpus. Authors admitted that despite good first evaluation, Nabiha should be based on a bigger dataset.
Botta, another example of Arabic chatbots, was created earlier, in 2016. It speaks in Egyptian Arabic
(Cairene) dialect. Botta‘s persona – female chatbot – was supposed to simulate friendly conversation
and connect with as many Arab users as possible. Both Botta and Nabiha were built using artificial
intelligence markup language (AIML) and launched on the Pandorabots platform. However, Botta also
possesses some unique sets, being able to: detect dialectal bad language that can be offending, separate
sets of months based on each dialect it identifies or words that indicate the dialect of the users.

Boulesnane et al. [20] created a communication platform for patients in need of consultation.
They named it DZchatbot and developed it with a focus on the Algerian Arabic dialect. Differently
from Botta and Nabiha, this chatbot was hinged on the sequence-to-sequence model (seq2seq) with
RNN encoder and decoder. Larger, more detailed healthcare chatbot, MedicalBot [21], was proposed
through application of three deep learning techniques, but any particular dialect was itemized. Scholars
mentioned, though, the importance of the multitude of dialects. Among Arabic dialect-aware chatbots
one can also mention a medical chatbot for Tunisian dialect [22] or chatbot system focused on dialogue
acts, which was built in order to cope with Levantine Arabic dialect [23].

In India, despite the common perception that English is mainly spoken there, other so-called 21
modern Indian languages are used and English is spoken by only ten percent of India population [15].
Among Indian languages one can also observe a quite wide scope of chatbots successfully communicating
in its variations. For instance, Golpo, which can converse in Bengali, was developed with a focus on
storytelling and engaging users with narrative-based interactions [15]. On the contrary, Doly [24]
was supposed to be a support for Bengali-speaking users. The development process involved training
Doly on a diverse dataset of Bengali conversations to enhance its linguistic capabilities and dialect
recognition. It can provide the appropriate response thanks to the list using Naive Bayesian. However,
probably the most known Hindi chatbot is AskDISHA, which nowadays is available as AskDISHA2.0
(Digital Interaction To Seek Help Anytime)5 as it has been upgraded. Currently this chatbot, created
thanks to AI and machine learning, can answer its interlocutor both through text message and voice
message in Hindi, English and so-called Hinglish (macaronic hybrid use of Indian English and the
Hindustani language). Its main management is coping with railway reservations. Kaleem et al. [25]
faced the challenge of designing an Urdu conversational agent, which covers novel features such as
the Word Order Wizard (WOW) algorithm and scripting language in its architecture. They named it
Umair and developed it with the aim of applying it as customer service representative for Pakistan’s
National Database and Registration Authority (NADRA). To improve the relevance and coherence of
its responses, UMAIR may utilize context-aware techniques to understand the ongoing conversation
and maintain context over multiple turns. Some years later, Shabbir et al. [26] scrutinized whether and
how it is possible to automate the process of user‘s intent generation by using AI and deep learning
techniques so that human endeavor could be reduced. They made their experiment on grounds of
Roman Urdu and RASA Framework. They took into consideration two major factors of this particular
framework: RASA NLU, as it can perform intent classification and entity extraction from the training
dataset, and Dialog Management Model (DMM) that prepares the specific response according to intent.

5https://corover.ai/askdisha/ [access: 2024/04/25].

32



A knowledge graph with RASA Framework has also been embedded to preserve the dialog history for
semantic based natural language mechanism for chatbot communication [26]. Brixey and Traum [27]’s
chatbot, Masheli, represents a significant advancement in exploiting technology to support language
revitalization efforts and cultural preservation. They used ChoCo, a Choctaw language corpus to create
the chatbot’s replies and later formed questions to place them in QA corpus. In order to build Covid-19
chatbot sensitive to African dialects Aymen Ben, Mabrouk et al. [28] gathered needed data and divided it
into two main categories: Frequently Asked Questions (FAQ) and chitchat. Chatbot possesses an ability
of providing answers in English, French, Arabic, Tunisian as well as spoken in Nigeria Igbo, Yoru‘ba
and Hausa. Sarma and Pathak [29] presented “Shiksha Mitra”, an artificial intelligence chatbot able to
reply to user queries in Assamese. Just as for chatbots using the best-known languages, the Artificial
Intelligence Markup Language (AIML) method is used for under-resourced language chatbots [30],
[31]. The AIML conversational agent operates on the principle of pattern matching, where responses
are generated through the mapping of keywords within each request to their corresponding patterns.
Utilizing the AIML Interpreter facilitates the pattern matching process between queries and responses.
Sandhini, Binu et al. [31] introduced Malayalam (Dravidian language spoken in the Indian state of
Kerala and assigned as classical language of India) chatbot. The comparison between AIML based
version of this chatbot and machine learning type of this chatbot was made. The performance of
machine learning based chatbot was better. Compared to AIML, machine learning requires substantial
amounts of high-quality training data to perform effectively.

As the interest in language varieties is constantly growing [32], one can assume that deployment of
chatbots related to dialects and low-resource languages will also take on meaning. One of the most
serious challenges is scarcity of data. That is why among scholars, a corpus-driven approach can be
observed. Researchers collect large datasets of conversations in different dialects, annotate them with
linguistic features, and use them to train dialect-aware chatbots. Usually, due to a small amount of data,
creators of a chatbot must collect data themselves. This is what Al-Ghadhban and Al-Twairesh [18]
did to build Nabiha. It has been trained on a diverse corpus of Arabic conversations, encompassing
various dialectal variations, to learn from real-world linguistic data and adapt to different linguistic
contexts. Brixey and Traum [27] also chose this path to bridge the gap between Choctaw language
(native American language) and English. They used ChoCo, a Choctaw language corpus to create the
chatbot’s replies and later formed questions to place them in QA corpus. The methodology of Orosoo et
al.[33] was also to collect diverse linguistic dataset from different languages in order to propose system
that improves NLP in multilingual chatbots. Authors gave prominence to significant obstacles, such as
difficulties with low-resource languages, biases in training data and dynamic between language and
culture. The attempts of researchers mentioned above prove the complexity of studies on chatbots.

3. Data Collection and Data Preprocessing

3.1. Used corpuses and datasets

In this study, a comprehensive data collection approach was employed, utilizing several key datasets,
including:

• Japanese Dialect Conversations Data6: includes transcripts of short dialogues in different
Japanese dialects in diverse formality of language.

• Corpus of Japanese Dialects: COJADS7: a parallel corpus consisting of standard Japanese,
(hyōjungo) text and dialect texts as well as audio. It has been sorted according to 47 Japanese
prefectures. Among those corpuses and datasets that we decided to incorporate in our research,
COJADS has the the widest variety of dialectal data.

6Hōgen rōru purei kaiwa deetabeesu [Japanese Dialect Conversations Data] http://hougen-db.sakuraweb.com/[access:
2024/06/27].

7Corpus of Japanese Dialects (COJADS). NINJAL. We used version published in March 2023.
https://www2.ninjal.ac.jp/cojads/index.html [access: 2024/06/27].
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• The Corpus of Kansai Vernacular Japanese [34]: was divided according to the place (Osaka-
Kobe area, Kyoto area, towns of Takacho and Nishiwaki) consisted of four files. Among them,
one was created on the basis of interviews with international students living in the Kansai area.
Aiming for natural language used by Japanese people, we did not include students speech based
data in our research.

• Crowdsourced Parallel Speech Corpus of Japanese Dialects [35]: consists of parallel text
and speech data of 21 Japanese dialects. Dialogues for each dialect were short and included 250
sentences/turns.

• JMD: Japanese multi-dialect corpus8: that was made of audio and text versions of Osaka and
Kumamoto dialects. It was constructed so that each sentence was used as a separate entity with
a separate recording. Files for both dialects consist of 1300 lines of text and present the same
content.

Figure 1: Used corpuses and their size

3.2. Data preprocessing

By incorporating those, it was necessary to pay heed to the Japanese writing system. Japanese is written
as a combination of three types of symbols as well as roman letters and Arabic numerals. The oldest
symbols, kanji, came to Japan from China and were adapted to the Japanese language. These logographic
characters are used for conceptual words and names. Two syllabaries, hiragana and katakana, were
developed later. Hiragana‘s main function is recording words and grammatical endings that are not
written in kanji, while katakana serves as a method of writing words of foreign origin [36]. In COJADS,
mixed kanji and hiragana script marks text in standard form of Japanese. On the contrary, dialect texts
are written in katakana.

8Shinnosuke Takamichi, "JMD: Japanese multi-dialect corpus," https://sites.google.com/site/shinnosuketakamichi/publication/
research-topics/jmd_corpus [access: 2024/08/08].
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We decided to convert dialectal texts from the other four corpuses into katakana. Before that, we
adjusted data for our needs: Firstly, we decided not to include tagged parts of each sentence. For
instance, we cleaned the text from non-verbal sounds, like cough or laugh, that were originally indicated
by curly brackets as we focus on the text, not the audio version. The same was done to the hyōjungo
version. Consequently, we did the same with other corpus that treated non-verbal sounds in the same
way in the text, namely Japanese Dialect Conversations Data. For the same reason, we did not take into
consideration symbol /// that was supposed to highlight unknown meanings of words. Moreover, in
Japanese Dialect Conversations Data, one could find the arrows that indicated up or down intonation.
Those were also deleted, together with signs // which meant that the immediately following utterance
started at the same time as the next speaker’s utterance [37]. Some of the talks were held in standard
Japanese, however, it needs to be emphasized that each dialogue differs and we do not possess parallel
data. When it comes to the Corpus of Kansai Vernacular Japanese, we used a morphologically untagged
version of the texts. In JMD: Japanese multi-dialect corpus for speech synthesis neither tags nor special
signs were used. We only had to clear the text of some kanji readings (probably those considered as
hard), which were taken in brackets and written in the hiragana syllabary, and transform the text into
katakana.

3.3. Katakana Conversion

For katakana conversion, we used MeCab [38], a highly optimized Japanese morphological analyzer.
It effectively processes mixed kanji and kana sentences, converting them into uniform katakana or
hiragana versions. It is believed to achieve a high efficiency at breaking down Japanese text into
individual morphemes, which we find essential for accurate katakana transcription. We started from
converting each character into katakana (e.g., お父さん became オトウサン, read: otōsan). Then
we focused on transcription that can provide a standardized phonetic nuance representation (so here
お父さん becameオトーサン), which is believed to be useful when dealing with various Japanese
dialects. We hope that this method will benefit in capturing the subtle differences between accents and
pronunciation among dialects.

Figure 2: Number of lines (sentences/turns) per dialect in our dataset
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3.4. Data distribution

In the next stages of our study, removing empty lines was needed. Possessing all data in their katakana
version, we were able to incorporate them into relevant classes. We have adhered to the division used
in COJADS to a large extent as grouping dialects by prefectures can provide a convenient framework
for study. However, due to the apparent dominance of hyōjungo and the Kansai dialect, we decided to
combine Nara, Kyoto, Osaka and Hyōgo based texts into one data, as Kansai-ben. These dialects share
many features, which can make them more compatible for grouping. Due to scarcity of data, dialect
imbalances in our dataset were, for the time being, unavoidable. On the other hand, dataset constraints
made it impossible to capture dialects spoken in territories more extensive or narrower than prefectures
and between different social groups. For instance, Tsugaru dialect (hereafter, Tsugaru-ben), spoken on
the west side of Aomori prefecture 9, was not mentioned as specified group, but still covers some of the
data from class called Aomori. This choice, with all of its advantages and disadvantages, enabled us
to start testing. We also made a decision to include hyōjungo in our research. It was developed from
the educated middle-upper-class Tokyo dialect for the purpose of spreading a sense of a nation unity
within the country in the Meiji era (1868-1912) [39]. This denotes that hyōjungo is also a variation of a
language. It is believed that recognizing the standard language as one of many varieties, among that
each with separate rules and functions, enables scholars to perceive it within the broader context of
language variations, meaning dialects and social variants [40]. We also felt an obligation to discriminate
between hyōjungo and the rest of the data operated under the name of Tokyo. In COJADS, Tokyo was
treated purely territorially, but authors provided users information about particular places (namely:
district, villages, towns etc.). It could be easily observed that language used within a metropolis was
standardized, while language spoken in rural areas near Tokyo (like, for example, Hinohara village)
possessed noticeable differences from it. That is why we draw a line between those two.

Next stage consisted in making dialect distribution. We checked the number of lines (sentences/turns)
per each dialect area. The greatest number was observed in the Kansai dialect (more than 300,000 lines),

Figure 3: Number of lines (sentences/turns) per dialect in our dataset without Kansai and hyōjungo

9See more here: https://tsugaruben.net [access: 2024/10/11].
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followed by hyōjungo that noted only 175,849 lines due to the division we have applied. There is a
significant gap between those two classes and the rest of the groups. Remaining groups did not even
reach 100,000 lines or at least 50,000 lines. Third place went to Gunma, with 18,165 lines. The lowest
number of lines was recorded in Yamanashi, Saga, Nagasaki and Tottori, respectively. Tottori had less
than 200 lines. Next step involved an investigation of the average length of each line, calculating the
average length of sentence for each dialect and finally checking their standard deviation as it is known
as a universal and functional measure as it shows the average distance of each score from the mean.

Figure 4: Dialect data distribution

4. Experimental results

First of all, in order to create a Japanese dialect-aware chatbot, we need a dialect identification model that
will be able to detect dialectal text written in katakana quickly and successfully. Texts are categorized
by dialect/area, and the neural network is trained on katakana representations for each dialect category.
In the experiments, for training we used 525,569 out of 656,826 sentences, while the rest of them was
left for testing. All four models were trained using learning rate 5e-05 and a batch size of 32. We set 3
as a number of epochs. In the first place, we trained four models with preprocessed data:

• tohoku-nlp/bert-base-japanese10: A BERT model pre-trained on a Japanese corpus and trained
on Japanese Wikipedia.

• tohoku-nlp/bert-large-japanese11: A bigger BERT model that contains around 30M sentences.

• tohoku-nlp/bert-large-japanese-char12: A character-level version of the larger BERT model,
trained with the whole word masking enabled for the masked language modeling (MLM) objective.

10https://huggingface.co/tohoku-nlp/bert-base-japanese
11https://huggingface.co/tohoku-nlp/bert-large-japanese
12https://huggingface.co/tohoku-nlp/bert-large-japanese-char
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• tohoku-nlp/bert-large-japanese-v213: A word-level variant of the large BERT model, enriched
by the Japanese portion of CC-100 dataset that incorporates approximately 392M sentences alone.

Our evaluation measures, namely Precision, Recall and F1 Score, are widely used for Text Classification
[41]. Their formulas demonstrate the significance of retrieval of positive examples in text classification.
Table 1 presents evaluation results for models mentioned above.

All four models were based on Bidirectional Encoder Representations from Transformers (BERT)
[42] - language framework that deals with pretraining techniques such as Mask Language Modeling
(MLM) and Next Sentence Prediction (NSP) [43]. The tohoku-nlp/bert-base-japanese model entirely
outperforms others, reaching the highest overall F1 score. The tohoku-nlp/bert-large-japanese model
achieved, surprisingly, slightly lower scores in comparison to the base version, despite possessing more
parameters. Moreover, the tohoku-nlp/bert-large-japanese-char model performance is poor across
almost all dialects. It may suggest that the character-level approach is not effective for this task. The
tohoku-nlp/bert-large-japanese-v2 model showed some improvement over the character-level model.
However, it still noticeably shows small effectiveness compared to the base and large models.

After getting unfavorable results, we decided to compare the performance of these with two other
models:

• google-bert_bert-base-multilingual-uncased14: trained on multilingual data, does not make
distinction between capital and lowercase letters. It was described in detail by Jacob Delvin et al.
[42]

• google-bert_bert-base-multilingual-cased15: almost identical model, but prepared to detect
differences between uppercase and lowercase letters.

Letter case might can heavily impact meaning in some languages. Texts in languages like Japanese,
Chinese or Korean usually do not have any spaces between words. This fact was considered during the
development process.

The results are summarized in Table 2. Both models performed very well dealing with hyōjungo and
Kansai dialect. Strong performance could be also observed for Okinawian dialect, especially high F1
score for cased model. A score of over 0.50 was achieved by Aomori and Oita for both models. Both for
tohoku-nlp models as well as google-bert models, poor performance across all metrics can be noted
among Tottori, Tochigi, Shiga and Hiroshima regions. Most of the dialects can be found in the group of
dialects with visible moderate performance, rating F1 score between 0.20 and 0.40.

Significant disparity between Precision and Recall might be observed within some dialects, like
Fukuoka (for models 1, 2, 5 and 6). Same thing applies to Gifu. Discrepancy is highly noticeable among
dialects with overall bad performance that mark very low precision and even lower recall, like Aichi,
Niigata, Kanagawa or Mie.

5. Discussion

Based on these results, we can observe a significantly strong correlation between results and amount of
data. Kansai dialect, with the largest amount of sentences, reaches the best results whereas low-sourced
dialects note scores close to 0. It indicates the need for more extensive data collection and consequently
searching for more training data in general. The google-bert_bert-base-multilingual-uncased model
generally performs better than the cased model, especially in dialects with lower performance. This
leads to an assumption that case insensitivity might be helpful in effectively handling diverse language
forms.

13https://huggingface.co/tohoku-nlp/bert-large-japanese-v2
14https://huggingface.co/google-bert/bert-base-multilingual-uncased
15https://huggingface.co/google-bert/bert-base-multilingual-cased
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Table 1
Evaluation results. Model 1: tohoku-nlp/bert-base-japanese. Model 2: tohoku-nlp/bert-large-japanese. Model 3:
tohoku-nlp/bert-large-japanese-char-v2. Model 4: tohoku-nlp/bert-large-japanese-v2.
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Table 2
Evaluation results. Model 5: google-bert_bert-base-multilingual-uncased, Model 6: google-bert_bert-base-
multilingual- cased.

Number of Class Dialect/Area Model 5 Model 6

sentences/turns Precision Recall F1 Score Precision Recall F1 Score
140682 0 hyōjungo 0.72 0.90 0.80 0.72 0.91 0.80
9431 1 Aichi 0.11 0.05 0.07 0.11 0.05 0.07
1805 2 Akita 0.42 0.19 0.26 0.27 0.17 0.21
6217 3 Aomori 0.67 0.56 0.61 0.73 0.55 0.63
7187 4 Chiba 0.31 0.15 0.20 0.32 0.13 0.19
1171 5 Ehime 0.14 0.04 0.07 0.13 0.03 0.05
3906 6 Fukui 0.24 0.18 0.21 0.29 0.17 0.21
5824 7 Fukuoka 0.51 0.33 0.40 0.51 0.31 0.39
1933 8 Fukushima 0.40 0.17 0.24 0.35 0.09 0.14
2892 9 Gifu 0.53 0.31 0.39 0.49 0.26 0.34
14535 10 Gunma 0.56 0.61 0.58 0.56 0.63 0.60
2265 11 Hiroshima 0.04 0.02 0.03 0.05 0.01 0.01
1349 12 Hokkaido 0.19 0.06 0.09 0.10 0.03 0.05
7159 13 Ibaraki 0.34 0.18 0.23 0.36 0.16 0.22
813 14 Ishikawa 0.41 0.18 0.25 0.00 0.00 0.00
1094 15 Kagawa 0.38 0.18 0.25 0.33 0.15 0.21
1995 16 Kagoshima 0.08 0.05 0.06 0.13 0.07 0.09
3465 17 Kanagawa 0.36 0.20 0.25 0.38 0.19 0.25
259283 18 Kansai 0.86 0.86 0.86 0.86 0.87 0.86
1154 19 Kochi 0.08 0.03 0.04 0.19 0.03 0.05
2800 20 Mie 0.42 0.20 0.27 0.39 0.20 0.26
1054 21 Miyazaki 0.22 0.34 0.27 0.14 0.33 0.19
4603 22 Nagano 0.32 0.40 0.36 0.30 0.39 0.34
538 23 Nagasaki 0.25 0.12 0.16 0.18 0.02 0.03
1086 24 Niigata 0.45 0.12 0.19 0.42 0.08 0.13
9269 25 Oita 0.63 0.41 0.50 0.62 0.43 0.51
960 26 Okayama 0.53 0.38 0.44 0.35 0.12 0.18
2203 27 Okinawa 0.69 0.69 0.69 0.87 0.68 0.76
584 28 Saga 0.50 0.37 0.43 0.39 0.29 0.33
1079 29 Saitama 0.11 0.08 0.09 0.13 0.03 0.05
1123 30 Shiga 0.20 0.01 0.02 0.00 0.00 0.00
1030 31 Shimane 0.29 0.20 0.24 0.05 0.02 0.03
992 32 Shizuoka 0.59 0.33 0.42 0.18 0.11 0.13
867 33 Tochigi 0.40 0.01 0.02 0.00 0.00 0.00
1139 34 Tokushima 0.13 0.06 0.09 0.01 0.00 0.01
144 35 Tottori 0.00 0.00 0.00 0.00 0.00 0.00
2278 36 Toyama 0.25 0.19 0.22 0.19 0.15 0.17
801 37 Wakayama 0.25 0.04 0.07 0.00 0.00 0.00
967 38 Yamaguchi 0.46 0.16 0.24 0.63 0.12 0.20
746 39 Yamanashi 0.20 0.01 0.02 0.00 0.00 0.00
9428 40 Kumamoto 0.28 0.36 0.31 0.26 0.36 0.26
7718 41 Tokyo 0.26 0.22 0.24 0.28 0.26 0.27

OVERALL SCORE 0.35 0.24 0.27 0.29 0.20 0.22

An interesting case in an Okinawa region that reaches a good performance, despite the small amount
of data. The reasons for this may be found in many differences between Japanese and Ryukyuan
languages. It is essential to notice that Ryukyuan languages have been downgraded to the status of
Japanese dialects [44] despite being mutually unintelligible in many aspects with standard Japanese.
Aleksandra Jarosz [45] as major features of Ryukyuan languages points out, among others, the raising
of short mid-close vowels and a phonological appearance of the glottal stop. The question is, whether
other models will achieve similar ratings for Okinawa or is it only used models specificity.

Striking variability between Precision and Recall results was noticeable in some classes. Recall is
the proportion of Real Positive cases that are accurately Predicted Positive while Precision represents
the proportion of predicted positive cases that are correctly identified as true positives [46]. Imbalance
between them might suggest that while some models are fairly effective at recognizing instances they
can detect, they still fail to capture a significant amount of relevant dialect data. This situation might a
a consequence of a lack of sufficient feature representation. Moreover, results achieved by some classes
like Aichi, Niigata or Mie indicate that models are often incorrect with their predictions. Their low
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recall reflects ineffectiveness in identifying the majority of actual instances.
For certain dialects, specialization might be necessary since specialized models can be fine-tuned

with dialect-specific data, resulting in higher Precision, Recall, and F1 scores for dialects with poor
performance. This poses a dilemma of whether to create several specialized models for various dialects
or a single, highly generalized model.

6. Conclusions

In our study we monitored the performance of some models working on Japanese dialects. We presented
the results and outlined conclusions. We also introduced some already existing dialect-aware chatbots
and chatbots that were made with the thought of low-rescourced languages. The data collection process
was also explained in detail.

Models successfully dealt with standard Japanese and Kansai dialect, but showed an inability in
detecting less-resourced dialects. This contrast suggests that standard NLP models might have problems
in generalizing across dialectal features without adequate data representation. This stresses also the need
for more targeted training or extensive data collection. Moreover, it gave us a hint to try implementing
other learning rates and scrutinize what impact they will have on the model performance.

Our study highlights the challenges in dialect detection due to data scarcity, emphasizing the complex-
ity of dialect detection within Japanese language. Facing mentioned challenges is crucial for advancing
NLP systems that can accurately reflect the rich linguistic landscape of Japan.

7. Future work

In the future, besides learning rates implementation, we plan to check the performance of some other
models in order to have a comparison and choose the best performing model as a way to focus on its
application, namely Japanese dialect-aware chatbot. This paper revolved around dialect recognition,
but it cannot be excluded that in the future we will focus on style shifts within dialects. Style adaptation
might greatly influence the chatbot performance and users‘ impression. With the increasing need of
personalization [47], incorporating both dialect recognition and the ability to adjust for conversational
style can provide a more customized and responsive user experience.

In the case of Japanese, formality’s level of the language plays an important role in customer service
and everyday relationships. Speaker‘s awareness of his position in particular situation in Japan is
reflected by honorific language, keigo [48]. However, among dialects keigo expressions can also differ.
On the other hand, there are also regions, like southern part of the Tohoku Region, that do not have the
linguistic forms corresponding to the honorific and humble forms of the national lingua franca, and
where honorific expressions are considered to be uncommon16. Hence, profound research on honorific
forms among dialects will be needed. Taking into consideration the scarcity of dialectal data, for the
time being successful distinguishing between keigo expressions within dialects might be impossible.
Nonetheless, collecting dialectal data focused on honorific forms might be another goal to be set.
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