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Abstract 
Applying Large Language models (LLMs) offers the potential for transformative change in cultural heritage. 
This short paper is based on ongoing doctoral research. It examines innovative methodologies for 
enhancing the accessibility, comprehension, and preservation of cultural heritage by utilizing AI 
technologies such as LLM. This research aims to improve AI-generated responses' contextual precision and 
dependability by employing sophisticated knowledge representations, such as ontologies. The approach 
promises to overcome the challenges associated with data complexity and information retrieval, thereby 
creating new avenues for heritage documentation, education, and public engagement. 
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1. Introduction 

Cultural heritage represents a series of milestones of human civilization, serving as a collective 
memory and identity. As technology advances, there is a growing need for innovative approaches to 
preserving, understanding, and sharing those resources. 

Large Language Models (LLMs) and LLM enhancement offer a promising solution for addressing 
these challenges. However, the practical application of LLMs in cultural heritage domains requires a 
robust foundation of new external knowledge to specialize LLMs appropriately in that task. This is 
why, the potential for hallucinations and the necessity for reliable, unbiased and error-free 
knowledge resources represents a significant current challenge [1]. 

Among the various techniques for LLM specialization, RAG (Retrieval-Augmented Generation) 
method is proving particularly successful. It is based on associating the user's prompt with additional 
documentation that the model can consult to provide a more precise and contextualized answer 
within the given domain. 

This short paper describes our first steps in defining a methodology for enhancing LLMs for 
cultural heritage applications using ontologies. Ontologies are formal representations of concepts 
and their relationships, and they can play a central role in this context by being able to provide a 
structured form of knowledge for LLMs to acquire more detailed information within a specific 
domain. 

Section 2 presents an overview of existing research on the re-training of LLM, with particular 
attention to its current applications in specific contexts. Section 3 outlines a proposed methodology 
for enhancing LLM and discusses the competitive potential for its implementation. Section 4 provides 
details of the proposed method. Finally, Section 5 offers conclusions and a discussion of future steps. 

2. Related Works 

The scientific community has initiated to explore the applications of Large Language Models in 
cultural heritage domains.  
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The potential of well-known models such as ChatGPT to transform the visitor experience in 
cultural settings is discussed in [2] and [3], while in [4], ChatGPT’s contribution to e-learning is 
highlighted with a specific focus on the analysis and interpretation of lyrics and poems.  
In particular, the utilization of enhanced LLM models through ontologies about cultural heritage 
domains represents an area of promising research with considerable potential to become a big 
challenge and one of the future directions of ontologies’ possibilities of use [5]. 

3. Proposed Approach 

3.1. The Hallucinations Issue 

LLMs, such as GPT-4 or LLaMA 3, are potent tools capable of processing vast amounts of information 
and generating responses across various topics. However, their generalist nature has some 
significant drawbacks, which can lead to imprecise or incorrect answers and fabricated statements 
in specific contexts. Those events in this field are known as “hallucinations,” they are pretty standard 
if the LLM lacks sufficient information to provide accurate responses. 

One of the leading causes of hallucinations is the statistical nature of generating the next word 
by evaluating the likelihood of different possible words based on the context provided by the 
previous words. The model will always answer in this way, so hallucinations can happen. 

3.2. Retrieval-Augmented Generation 

Enhancing LLMs with reliable external and new knowledge about well-defined new contexts is 
essential to making them more focused, thereby mitigating hallucination risk. A promising technique 
to achieve this is the use of the RAG (Retrieval-Augmented Generation) method [6] shown in Figure 
1. 

This technique entails the utilization of a Retrieval Model in conjunction with the LLM. In 
response to the user's query, the Retrieval Model identifies the documents within an external 
knowledge base most closely aligned with the request through a semantic similarity calculation. In 
this manner, the LLM will receive both the user's query, modified as necessary, and the documents 
the model can reference to provide a more precise and coherent response within the specified 
context. In this way, without changing the model's internal parameters, it is possible to obtain more 
context-related, reliable, and up-to-date responses. 

 

Figure 1: Summary diagram of how the RAG method works 



3.3. LLMs Enhancement with Ontologies 

Unlike traditional documents, which are often unstructured, ontologies utilize explicit and 
formalized relationships, such as subject-predicate-object triples, which clarify and formalize the 
links between concepts. This approach is particularly advantageous for RAG, as it allows the retrieval 
of relevant text fragments and structured knowledge that can be integrated with the model's 
generative capabilities, thereby improving the precision and coherence of responses. 

Ontologies provide a formal structure for representing relationships between concepts, making it 
easier to navigate a vast set of information. Compared to standard documents, ontologies offer an 
organized and hierarchical view of knowledge based on semantic links between entities, facilitating 
the retrieval of relevant information. In an RAG context, ontologies can serve as structured 
knowledge bases upon which retrieval methods are applied, ensuring that retrieved information is 
relevant and accurately connected. 

Enhancing LLM systems to comprehend the specifics of an artifact or a heritage site is possible. 
This enables the provision of a highly accurate research experience for the end user, with the ability 
to answer complex questions and provide detailed information very quickly. 

3.3.1. Possible Advantages 

In this way, LLMs can be employed to analyze substantial quantities of textual and visual data [4], 
identifying patterns and anomalies that may indicate conservation issues or risks to cultural 
property. Furthermore, they can facilitate the development of innovative heritage documentation 
and enhancement tools, such as immersive virtual realities or augmented reality applications. 
Moreover, the capacity of these models to process natural language makes it possible to make 
cultural heritage information accessible to a broader audience, overcoming language barriers [7], 
adapting the responses to the user’s specific context or knowledge level and simplifying the 
consultation of complex databases [8]. 

By leveraging ontologies, RAG can provide LLMs with a structured understanding of the domain, 
enabling them to comprehend complex queries better, provide more accurate and relevant responses 
to real-world facts and prevent the generation of hallucinations or misleading information [9]. 

From a competitive standpoint, in contrast to conventional sources of cultural heritage that 
employ disparate formats, LLMs can leverage ontologies to integrate and normalize diverse datasets, 
facilitating a unified approach across multiple resources. This would enable more straightforward 
and consistent general access to content.  

4. Methodology 

 

Figure 2: Framework of the proposed methodology 



The proposed methodology is designed to enhance the performance of LLM systems using ontology-
driven information retrieval techniques within the cultural heritage domain. The use of structured 
representations of knowledge enables LLMs to gain a deeper understanding of the context of cultural 
artefacts, historical events and their relationships. 

The approach illustrated in Figure 2 involves embedding ontologies, an approach that is being 
documented in the literature [10], [11]. Embedding these ontologies into vector databases enables 
LLMs to retrieve more relevant and accurate information in response to user queries.  

The system comprises three main parts: the Ontology Embedding, the Prompt Generation Model 
and the Text Generation Model. 

4.1. Ontology Embedding 

The Ontology Embedding block is the sole component that does not require repetition during the 
session between the user and the model. Its responsibility is to convert the input ontology into a 
vectorized format that can be efficiently queried by the Prompt Generation Model. 

This process represents the most critical aspect of the entire framework, as it involves 
transforming the ontology from an RDF format into a textual representation compatible with the 
embedding process. The challenge is to ensure that this conversion does not compromise the 
semantic relationships inherent in the ontology, which are fundamental to its structure and utility. 

In particular, the proposed approach involves converting the subject-predicate-object triples 
within the RDF into a textual format, which is then loaded into a vector database using ChromaDB 
[12].  ChromaDB is an open-source vector database and it plays a crucial role in this embedding and 
retrieval process. It supports semantic search using algorithms based on cosine similarity. In this 
approach, when a query is issued, ChromaDB retrieves the most relevant ontology triples by 
computing the cosine similarity between the vector representation of the query and the pre-
embedded vectors of the ontology. This ensures that even if the exact wording of the query does not 
match the text derived from the ontology, semantically similar triples will still be retrieved, 
maintaining the integrity of the ontology's semantic structure during the process. With this 
approach, semantic relationships are preserved during the conversion from RDF triples to a vector 
database. The effectiveness of this process depends on the quality of the embedding model, as it must 
capture the underlying meaning of the relationships within the ontology. 

4.2. Prompt Generation Model 

The Prompt Generation Model employs the RAG method and prompt engineering techniques [13] 
to repurpose the user's query and obtain the most accurate answer from the LLM. 

Specifically, the Retrieval Model consults the vector database generated from the ontology, and 
prompt engineering techniques are used to propose a new prompt to the LLM based on the latest 
relevant information obtained from the database. 

In particular, the new prompt could underline the audience to whom the LLM is chatting so it 
could adapt to the desired knowledge level or set the temperature.  

4.3. Text Generation Model 

The Text Generation Model is the pre-trained LLM itself. When the query from the Prompt 
Generation Model is obtained, it generates a response using its intrinsic capabilities and the new 
information retrieved from the vectorial database. 

4.4. Preliminary Experimental Results 

To reinforce the effectiveness of this methodology, preliminary tests were conducted to verify that 
the use of RDF triples instead of actual texts reduces the actual hallucination rate of LLM models. In 
particular, six works of art at the University of Salerno were taken as case studies. 

Three questions were asked for each work to three different models: 



• “Who is the author of the work {work name} located at the University of Salerno?” 
• “When was the work {work name} located at the University of Salerno created or 

inaugurated?” 
• “What are the materials used and the symbolic or conceptual meaning, if indicated, of the 

work {work name} located at the University of Salerno?” 

The questions were asked in three different situations: in the first situation the models were not 
given any additional material to consult, in the second situation a document with a description of all 
the works of art was provided each time, in the third situation a text file was provided with RDF 
triples inside indicating the same information as the previous text file. 

Precision, Recall and F1-Score of the responses were evaluated and compared. The results can be 
seen in Figure 3. 

 

Figure 3: Preliminary Experimental Results 

The responses were evaluated as follows: 

• True Positive for the answers considered to be correct; 
• False Positive for the answers with hallucinations; 
• False Negative for the answers in which the model retrieves no information about the 

subject despite having been provided; 

These results show that, at least at this preliminary stage, the use of RDF triplets instead of whole 
texts significantly improved the reduction in the hallucination rate of the models, inciting further 
study of this methodology. 

These results show that, at least at this preliminary stage, the use of RDF triplets instead of whole 
texts significantly improved the reduction in the hallucination rate of the models, inciting further 
study of this methodology. 

5. Conclusion 

Compared to traditional solutions, such as essential databases or non-semantic search engines, LLMs 
enhanced with ontologies offer a more dynamic, intelligent, and accurate way to navigate and 
interact with cultural heritage data. This enables institutions and businesses in this domain to 
provide a richer, more informative, and user-friendly experience, driving innovation in research, 
education, tourism, and cultural industries. 

This proposed approach has considerable potential for enhancing the comprehension of cultural 
artifacts and for addressing significant challenges, including reducing hallucinations and enhancing 
the factual reliability of AI-generated outputs through the RAG method. 



Furthermore, there needs to be more literature on work related to the RAG approach using 
ontologies devoted to cultural heritage. This makes the scope of this research exciting from the 
standpoint of its potential for innovation and usefulness. 

The next phase of the project will entail continuous updating from the literature and the parallel 
development of an efficient solution capable of efficient ontology embedding without sacrificing the 
links that characterize these formal knowledge representations. 
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