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Abstract 
In the production process of Areca nut, the segregation stage is of prime importance. As of now, most 
commercial retailers use skilled workers for quality segregation, which means a lot of time is required for 
finalizing the product costing. Based on the inputs received from marketing executives, it was observed 
that if any method for automatic segmentation has to be meaningful, then the quality segregation should 
not have errors of more than 5% standard deviation. In this study, we propose a methodology based on 10-
fold cross-validation training of Convolutional Neural Network (CNN) using contrast enhancement and no 
data augmentation of the images. Also, in this paper, we compare the results attained on the quality 
segregation using numerous processing methods, for instance, data augmentation for images with and 
without cropping and also for images with and without contrast enhancement. The database developed 
here uses Areca nut cultivated in the Western Ghats region of the Indian Peninsula, particularly focused on 
the Konkan belt. In our paper, we achieved the lowest standard deviation of 4.1% for cropped images with 
contrast enhancement. 
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1. Introduction

Areca palm (Areca catechu L.) is grown for its kernel, popularly known as Areca nut (or Betel nut
or Supari) in India.  It is grown commercially along the western coast of India (Maharashtra, Goa, 
Karnataka), Tamil Nadu, Kerala, Assam and West Bengal [1].  It is a tropical crop grown 
commercially in Southeast and South Asian countries, parts of East Africa, and some tropical Pacific 
nations [2,3]. Since ancient times, it has been used as a masticator wherein a slice of Areca nut, along 
with slaked lime (aqueous Calcium hydroxide paste) and some aromatics (clove, cardamom, saffron) 
for extra flavor, is wrapped in a betel leaf [4]. In ancient Indian scripts, it is mentioned that Areca 
nut can be utilized as a therapeutic agent for leucoderma, leprosy, anemia, and obesity and has de-
worming properties due to which it is used in gastrointestinal disorders [5]. Areca nut has many 
pharmacological properties and is extensively used in medicine. It has anti-allergic, anti-parasitic, 
anti-microbial, and anti-aging properties. Areca nuts are also used to produce adhesives, non-woven 
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fabrics, textile dyes and building materials. Hence, due to its high economic significance, Areca nut 
has become an important cash crop. 

As per the latest studies, India tops at the global level, contributing to approximately 904 thousand 
metric tons in 2020[6]. The top ten Areca nut producing countries over the globe are shown in Figure 
1.1. 

Fig 1.1: Areca nut production in Asia Pacific in 2020 by country (in 1000 metric tons) [6] 

 
The Areca nut kernel is hard from outside with the inner endosperm marbled in dark brown and 

white [7]. The crucial steps in the areca nut production process are listed below. 
Harvesting  
1. Drying  
2. De-husking   
3. Nut segregation based on its quality. 

   Nut segregation is the most labor-intensive and time-consuming of the production process's 
aforementioned steps. In Goa (India), Goa Bagayatdar, a cooperative organization, is a leading Areca 
nut collector. At their collection centres, nuts are classified on the basis of texture, colour and the 
quality. Here, nuts are segregated in seven different categories (Supari, Safed, Laal, Vench, Kharad, 
Tukda and Baad) [8]. But, due to the shortage of skilled laborers for the above said work, it is essential 
to develop a unit of segregation based on its quality.  This will not only solve the issue of scarcity of 
laborers but also will save farmer’s time.  

2. Literature Review 

Much work is being done in machine learning and image processing to identify, categorize, and 
grade agricultural products. S. Siddesha et al., in their study of the texture-based classification of 
Areca nut, extracted different texture features using Wavelet, Gabor, Gray Level Difference Matrix, 
Local Binary Pattern (LBP), and Gray Level Co-Occurrence Matrix features. The Nearest Neighbor 
classifier was used to classify Areca nuts. A classification rate of 91.43% is achieved with Gabor 
wavelet features [9]. Mallaiah Suresha et al. have proposed diseased and undiseased classification of 
Areca nut using texture features of LBP, Haar Wavelets, GLCM, and Gabor. They achieved a 92.00% 
success rate [10]. T. Liu et al. have tried to achieve automatic classification by extracting the color, 



 
 

shape, and texture features of de-husked Areca nut [11]. Huang K.Y. used Image processing 
techniques and Neural Networks for quality detection and classification of areca nuts. Six geometric 
features, 3 color features, and defects were used for the classification process. This method of 
classification attained an accuracy of 90.9% [12]. 

Deep Learning (DL) approaches are increasingly important in machine learning because of their 
high degrees of abstraction and capacity to automatically identify image patterns [13]. Convolutional 
Neural Network (CNN) is the most frequently applied deep learning architecture for image 
processing among the numerous designs employed [14,15,16]. Convolution operations are used by 
CNN, a kind of Artificial Neural Network (ANN), in a minimum of one of its layers [14]. 

To the best of our information, very little research has been done on the classification of dehusked 
Areca nuts using CNN. 

3. Data Acquisition Setup 

This paper deals with the quality classification of Areca nut from the Konkan belt of India, 
particularly from the state of Goa.  Since there are no publicly available database of the Areca nut 
images, A unique setup was created to create an initial database. The setup consists of a top-mounted 
camera with a sample table below at a distance of approximately 14cm. Surrounding the camera are 
radially arranged 20 white LEDs evenly illuminating the sample. A hollow cylinder coated with black 
paper on its inner sides is placed around the sample and camera to shield the stray light entering the 
acquisition setup. The black paper prohibits light reflection from the inner walls and creates a glare 
on the camera lens. The power source for the setup is an AC source of 220V, 50 Hz, which is then 
converted to a DC constant current source coupled with a high voltage capacitor of 220 µF/ 450 V 
connected in parallel to reduce flicker in the illumination. In this setup, we have used a 5MP 
lightweight Pi camera module, which communicates with the Raspberry Pi 3 B+ board using the 
MIPI camera serial interface protocol. At the base of the hollow cylinder, a black cloth is placed over 
which an Areca nut whose image is to be acquired is kept for the reasons described above. Figure 
2.1, shows the data acquisition setup designed for capturing images of Areca nuts. 

 

 
Figure 2.1: Data acquisition setup 
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4. Methodology 

4.1. Convolutional Neural Network 

Convolutional Neural Networks (CNN) have been extensively studied in recent literature [17,18]. 
CNN is a class of deep learning algorithms that is incredibly efficient in classifying data by 
recognizing patterns in an image. A CNN is a feed-forward network consisting of basic building 
blocks like a convolutional layer, pooling layer, and activation layer, which are stacked with varying 
permutations and combinations.  This varying arrangement of convolutional layer, pooling layer, 



 
 

and activation layer together form the feature extraction segment of a CNN [19]. Within the 
classification segment, the extracted features are fed into the fully connected layer and the 
classification layer [20]. The details of the various layers used in our custom CNN model are detailed 
in Figure 3.1.  

 

 
Figure 3.1: The custom CNN model 

 
It should be emphasized that all of the photos used in this study show the Areca nut from the top. 

This is because, the very shape of Areca nut, which normally stabilises with its flat surface at the 
bottom. Also, we wanted to study the accuracy of segregation based on the top view to design an 
algorithm that will take reduced time for classification and thus increase the speed of segregation. 
In this experiment, we have performed different image processing operations as detailed below to 
get a better understanding of which operations will yield the best outcomes with the CNN network.  

 
1. Areca Nut image has only been segmented and not cropped to a Region of Interest (ROI) 

closest to its edges. This database is labeled as NoCrop_NoContrast. 
2. The Areca Nut image has been cropped to ROI closest to its edge. This database is labelled 

as Crop_NoContrast. 
3. Areca Nut image has only been segmented and not cropped to a ROI closest to its edges and 

has been contrast-enhanced using Contrast -limited Adaptive Histogram Equalization 
(CLAHE). This database is labelled as NoCrop_Contrast. 

4. Areca Nut image has been cropped to ROI closest to its edge and has been contrast-enhanced 
using CLAHE. This database is labelled as Crop_Contrast. 

Thus, in this experiment, we are working with four distinct databases. The images of each 
database have been illustrated in Figure 4.1below. 

 



 
 

      

  (a) Uncropped and Segmented Areca nut image.         (b) Uncropped and Segmented Areca nut      
           image with contrast enhancement using CLAHE                 

 

                               
(c) Cropped Areca Nut image.                           (d) Cropped Areca Nut image with contrast     

enhancement using CLAHE. 
Figure 4.1:  Images of databases of Areca nut used for the classification. 

4.2 Contrast-limited Adaptive Histogram Equalization (CLAHE) 

CLAHE is an algorithm used to enhance the contrast between unprocessed images. It performs 
histogram equalizations on non-overlapping sections of a given image and is called tiles. The 
surrounding tiles are then blended using bilinear interpolation to prevent introducing false borders 
[21]. 

We have also tried to find the outcome of data augmentation with each database on the final 
classification accuracy and the standard deviation. Therefore, with each database, we aimed to 
determine the classification accuracy and standard deviation with CNN, using data augmentation 
(with and without data augmentation). 

4.3  Data Augmentation 

Data augmentation is a technique in CNN, and is normally applicable, when the training samples 
are limited. Thus, we can produce more training examples for a network by leveraging existing 
images. This is accomplished by applying image processing techniques such as scaling, rotation 
about an axis, translation, and reflection about an axis. This results in a significantly bigger training 
sample size from the existing data [22].  

 
To evaluate our CNN, we use 10-fold cross-validation. In 10-fold cross-validation, the database is 

split into 10 distinct folds, of which 9 folds will be used in training, and the 10th fold will be used for 



 
 

testing. This means that each sample used for testing is now comprised of one in the training set, 
and one from the training set is used for testing. Thus, the procedure is repeated 10 times, with every 
iteration having a new fold from one of the 10 folds for testing [23]. 

5. Results and Analysis 

The current section presents the classification accuracy for all four databases. Specifically, in the 
current section, we train a CNN with 10-fold cross-validation with and without data augmentation 
for each database. 

 
Table 5.1: Classification accuracy and standard deviation for uncropped images with no contrast 

enhancement. 
 Model Trial 

1 
Trial2 Trial3 Trial4 Trial5 Trial6 Trial7 Trial8 Trial9 Trial1

0 
Avera
ge 

Std. 
Deviat
ion 

No 
Augmen
tation 

CNN 92.86
% 

80.95
% 

92.86
% 

80.95
% 

85.71
% 

80.95
% 

80.95
% 

78.57
% 

80.95
% 

83.33
% 83.81% 5.12% 

Augmen
tation CNN 71.43

% 
64.29
% 

57.14
% 

61.90
% 

71.43
% 

73.81
% 

54.76
% 

52.38
% 

66.67
% 

61.90
% 63.57% 7.36% 

 
Table 5.1 gives the result of uncropped images with no contrast enhancement. It is observed here 

that no augmentation gives better results as compared to augmentation with 5.12% of standard 
deviation.  

 
Table 5.2: Classification accuracy and standard deviation for cropped images with no contrast 

enhancement. 
 Model Trial  

1 
Trial2 Trial3 Trial4 Trial5 Trial6 Trial7 Trial8 Trial9 Trial1

0 
Aver
age 

Std. 
Devi
ation 

No 
Augment
ation 

CNN 83.33% 66.67
% 

80.95
% 

80.95
% 

78.57
% 

78.57
% 

80.95
% 

69.05
% 

83.33
% 

83.33
% 

78.57
% 

5.94
% 

Augment
ation CNN 64.29% 73.81

% 
66.67
% 

71.43
% 

73.81
% 

66.67
% 

83.33
% 

71.43
% 

76.19
% 

69.05
% 

71.67
% 

5.55
% 

 
Table 5.2 gives the result of cropped images with no contrast enhancement. The standard 

deviation here for no augmentation has increased compared to the augmentation for uncropped 
images, and the results are the opposite of those given in Table 5.1.  However, both methods have a 
standard deviation higher than 5%. 

 
Table 5.3: Classification accuracy and standard deviation for uncropped images with contrast 

enhancement. 
 Model Trial 

1 
Trial2 Trial3 Trial4 Trial5 Trial6 Trial7 Trial8 Trial9 Trial1

0 
Aver
age 

Std. 
Deviati
on 

No 
Augment
ation 

CNN 92.86% 83.33
% 

78.57
% 

78.57
% 

83.33
% 

80.95
% 

90.48
% 

78.57
% 

76.19
% 

80.95
% 

82.38
% 5.41% 

Augment
ation CNN 88.10% 61.90

% 
57.14
% 

73.81
% 

66.67
% 

61.90
% 

42.86
% 

73.81
% 

71.43
% 

52.38
% 

65.00
% 12.75% 

Table 5.3 shows the results of uncropped images with contrast enhancement. The results indicate 
that these methods do not improve significantly over the earlier two methods, whose results are 
listed in Table 5.1 and Table 5.2. The augmentation process gives the worst result, with a standard 
deviation of more than 10%.  

 



 
 

Table 5.4: Classification accuracy and standard deviation for cropped images with contrast 
enhancement. 

 Model Trial 
1 

Trial2 Trial3 Trial4 Trial5 Trial6 Trial7 Trial8 Trial9 Trial1
0 

Avera
ge 

Std. 
Devia
tion 

No 
Augment
ation 

CNN 76.19% 80.95
% 

73.81
% 

83.33
% 

83.33
% 

73.81
% 

80.95
% 

83.33
% 

73.81
% 

80.95
% 

79.05
% 4.17% 

Augment
ation CNN 71.43% 73.81

% 
52.38
% 

59.52
% 

71.43
% 

59.52
% 

69.05
% 

66.67
% 

73.81
% 

64.29
% 66.19% 7.17% 

The Table 5.4 gives the result of cropped images with contrast enhancement. Here, it may be seen 
that no augmentation with our custom CNN model gives a standard deviation close to 4%, which 
defends our claim that the top view can alone be used for the segregation process. It may be noted 
that the cropped image with no augmentation worked quite well, but it did not fare so well when 
the augmentation process was utilized on the samples. All the above results and analysis have been 
shown in the boxplot in Figure 5.1.  

  
(a) Classification for uncropped images          (b) Classification for cropped images                    

with no contrast enhancement.                with no contrast enhancement. 
 

 
(c) Classification for uncropped images  

  (d) Classification for cropped images with contrast enhancement. 
                     with contrast enhancement 

Figure 5.1: Boxplot of the results and analysis of the image classification 
 
Here, Figure 5.1, as above, shows the Boxplot of the results and analysis of the image 

classification. 



 
 

From the boxplot (a), it may be seen that, in the case of no augmentation, the accuracy is close to 
80% for most trials. Whereas, in augmentation, it widely varies with the least going almost close to 
50%, which is not desirable  

The boxplot (b) also has accuracy for both models (for cropped and no contrast enhancement) 
varying widely from 66% to 84%, therefore casting doubt on the process of classification. The same 
is true in augmented images, wherein the accuracy varies from 64% to 84%. 

As discussed in boxplot (b), boxplot (c) (for uncropped and contrast enhancement) also has a 
similar behavior wherein the accuracy varies widely over 75% to 95% (for no augmentation) and 45% 
to 90% (for augmentation). Thus, signifying that they are not consistent. 

In boxplot (d), the accuracy for non-augmented images is centered around 82% with a small 
deviation from 74% to 84% for our custom CNN model. Thus, suggesting this method is more reliable 
for classification of Areca nuts. However, the same is not true in case of augmentation. The accuracy 
in the case of augmentation varies from 50% to 75%. 

6. Conclusion 

In the above article, we have carried out four diverse classification methods based on 10-fold 
cross-validation training of a custom CNN model using contrast enhancement and data 
augmentation of the images. The results indicate that using the custom CNN model, the classification 
method using no augmentation and contrast enhancement for cropped images, has yielded the best 
outcomes with a standard deviation of less than 5%. The standard deviation of less than 5% is a 
significant number for agriculturalists for the segregation of Areca nuts, considering we have used 
only the top view. Single-image segregation can greatly increase the speed of segregation; thus, the 
payments to the farmers can be given on the spot, and the loss of revenue due to human fatigue can 
be reduced. The above experiments suggest that the algorithm can be implemented and a machine 
can be manufactured to segregate Areca nuts automatically. This article provides concept validation 
for the manufacturing of automated Areca segregation units. 
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