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Abstract
This research presents a novel approach to automated competency question generation by integrating Large Lan-
guage Models (LLMs) with Knowledge Graphs (KGs), particularly within the context of sustainability assessment
standards like BREEAM. The study develops a comprehensive methodology combining natural language process-
ing and knowledge representation to address the challenges of manual question generation in competency-based
assessments. The methodology begins with text extraction from BREEAM standards, followed by preprocessing,
transformation into graph documents, and the construction of a structured KG. Advanced LLMs, including GPT-4o
and Mistral, are employed to generate competency questions based on entity-specific and community-focused
retrieval methods. The system is rigorously evaluated using quantitative metrics such as cosine similarity scores
and qualitative assessments using the ”LLM-as-a-Judge” method. Results demonstrate that GPT-4 and Mistral
models generate highly relevant, clear, and complex questions, highlighting the potential for scalable, domain-
specific competency assessments. This research opens avenues for improving AI-driven educational technologies
and personalised learning through automated, adaptive assessment tools.
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1. Introduction

The integration of LLMs with KGs marks a significant breakthrough in automating the generation
of CQs, particularly for competency-based assessments. Existing approached of CQs design often
face limitations in scalability, relevance, and efficiency, especially as knowledge evolve rapidly. This
paper introduces an innovative methodology that leverages cutting-edge techniques in text extraction,
data preprocessing, and KG construction to produce high-quality, contextually relevant CQs. Our
approach is tested using the Building Research Establishment Environmental Assessment Method
(BREEAM)1 documents, standards, a leading sustainability assessment method for master planning
projects, infrastructure, and buildings. By automating the generation of CQs, we aim to streamline the
assessment process, ensuring it remains aligned with the latest sustainability standards and enhances
the learning experience through personalisation and relevance. This methodology employs advanced
natural language processing (NLP) techniques to extract and transform text from BREEAM Standards
Technical Manuals into structured graph documents. The structured data is then processed to build a
robust KG, which serves as the foundation for generating natural language summaries and CQs. By
integrating the strengths of LLMs in language understanding and generation with the explicit and
structured representation of KGs, our approach offers a scalable and efficient solution that transcends
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the capabilities of traditional methods. Therefore, this paper presents a novel approach that not only
improves the efficiency and effectiveness of competency-based assessments but also ensures they remain
up-to-date and relevant to evolving standards. Through the automation of CQ generation, we provide
a foundation for more personalised and effective learning experiences, setting a new standard for
competency assessments in various domains.

2. Related Works

2.1. Knowledge Graphs and Large Language Models

Knowledge graphs are structured representations of information, where entities are nodes and rela-
tionships between them are edges. They encode real-world knowledge in a machine-interpretable
format, facilitating various AI applications, from search engines to recommendation systems [1]. A
key advantage of KGs is their ability to explicitly represent and reason about relationships, making
them powerful tools for organising and retrieving complex information. LLMs, such as OpenAI’s GPT
series and Google’s BERT, have demonstrated remarkable capabilities in understanding and generating
human-like text [2]. These models are trained on vast corpora of text data, enabling them to capture
a wide range of linguistic patterns and knowledge implicitly [3]. However, LLMs often struggle with
knowledge requiring precise and explicit representations, where KGs excel. The synergy between KGs
and LLMs lies in their complementary strengths: while LLMs provide powerful language understanding
and generation capabilities, KGs offer structured and explicit knowledge representation [4, 2, 3].

The integration of KGs and LLMs can be approached from two primary directions: using LLMs to
enhance KGs and using KGs to augment LLMs. One approach involves leveraging LLMs to automatically
extract and populate KGs with new information, thus enhancing the KG’s coverage and accuracy.
Techniques such as entity extraction, relation extraction, and link prediction are employed to extract
structured knowledge from unstructured text [5, 6, 7]. Studies have shown that LLMs can significantly
improve the quality and breadth of KGs, making them more robust and comprehensive. Conversely, KGs
can be used to improve the performance and reliability of LLMs. For instance, incorporating KG-based
information into a fine-tuned LLM can provide additional context and background knowledge, leading
to better understanding and generation of contextually rich and accurate responses [8, 9]. These hybrid
approaches ensure that language models are not solely reliant on the statistical patterns in the text but
are also informed by structured, explicit knowledge.

However, the effectiveness of these strategies is contingent on the development of robust method-
ologies for embedding and integrating these diverse forms of knowledge [10, 11]. Current techniques
are still evolving, and their efficacy varies significantly across different applications and domains [12].
Moreover, the computational demands of training and fine-tuning LLMs with KG-enriched datasets are
substantial. The resources required for such processes are often prohibitive, limiting the accessibility
and scalability of these advanced models [13]. This raises critical questions about the practicality and
sustainability of the widespread implementation of such integrated systems.

2.2. Ontology Engineering and Competency Questions

Ontology engineering systematically develops formal representations of knowledge within a specific
domain, defining entities, attributes, and relationships to support the organisation and interpretation
of complex information [14]. This framework enables machines to process and understand data more
effectively. Ontologies include classes for general concepts, instances to illustrate these classes, proper-
ties for describing attributes, and relationships to depict connections between entities. Competency
questions are crucial in ontology engineering, assessing the coverage and effectiveness of an ontology
[15]. They ensure the ontology accurately represents necessary knowledge and can support relevant
queries. [16] describe an iterative process that begins with identifying key concepts and entities within
a domain, followed by formulating questions that the ontology should be able to answer. This process
refines the ontology based on its ability to address these questions.



[16] also introduce a semi-automatic framework for constructing KGs using LLMs. This pipeline
involves formulating CQs, developing an ontology, constructing KGs, and evaluating the resultant
KG with minimal human involvement. Although this approach reduces human effort, it underscores
challenges in achieving full automation due to inaccuracies and the necessity for expert oversight.[17]
explore the automatic generation of competency questions using LLMs, comparing different models
under various settings. Their findings highlight variability in model performance, raising concerns
about the consistency and reliability of CQ generation. While LLMs can enhance ontology development
and validation, dependence on model-specific performance requires further refinement for standardised
application across diverse ontologies.

[18] propose OntoChat, a framework that leverages conversational agents and LLMs to facilitate
ontology engineering tasks. The chatbot supports requirement elicitation, CQ extraction, and analysis.
However, reliance on conversational agents might lead to inconsistencies, particularly in specialised
domains. While OntoChat can streamline interactions, its effectiveness is limited by the current
capabilities of conversational [19] present DeepOnto, a Python package integrating deep learning
techniques with ontology engineering tasks. The package utilises pre-trained LLMs for tasks like
ontology alignment and completion. Although it shows significant potential in automating complex
knowledge representation tasks, challenges such as model interpretability, potential biases in training
data, and computational resource requirements need critical attention.

Integrating deep learning models into ontology engineering requires addressing these challenges to
fully realise their potential [16]. While integrating LLMs and KGs in automating competency question
generation shows significant promise, it raises critical concerns about reliability, consistency, and the
need for human oversight [17]. The methodologies and tools discussed provide a solid foundation for
advancing automated CQ generation, but their practical implementation requires careful consideration
of the challenges and limitations inherent in current AI technologies. Ensuring the quality, relevance,
and accuracy of generated CQs remains complex, necessitating ongoing refinement and validation to
fully leverage the potential of LLMs and KGs in ontology engineering.

2.3. Retrieval Based KGs with Agents

The integration of retrieval-based systems and augmentation techniques in KG construction and mainte-
nance has gained significant attention due to their potential to enhance coverage, accuracy, and relevance
[20, 21]. These methods leverage automated agents to streamline processes, with retrieval-based ap-
proaches focusing on extracting relevant information from extensive data sources and augmentation
techniques enriching existing KGs with new insights [22]. For instance, the Graph Retrieval-Augmented
Generation (GraphRAG) approach exemplifies how retrieval-augmented generation combined with
graph-based indexing systems can enhance the efficiency and comprehensiveness of summaries gener-
ated from large text corpora [23]. Once information is retrieved, augmentation techniques integrate
this new data into the KG, involving processes such as entity resolution and relationship extraction.
Additionally, Zhong et al. [24] demonstrated the importance of synthetic data generation for overcom-
ing data scarcity and improving the integration of natural language with structured query languages
through their SyntheT2C framework.

The application of retrieval and augmentation techniques is typically facilitated by intelligent agents
that autonomously perform tasks such as querying data sources, extracting relevant information,
and integrating it into KGs [22, 25, 24]. These agents leverage advanced algorithms and AI models
to enhance both efficiency and scalability. Advanced AI methodologies such as Chain-of-Thought
(CoT) reasoning, Reflexion, and ReAct have been integrated into these frameworks to further enhance
capabilities [26, 27, 28]. CoT reasoning allows agents to decompose complex queries into manageable
steps, improving systematic information retrieval and integration [27]. Reflexion techniques enable
continuous evaluation and refinement of the agent’s performance through self-reflection and feedback
loops [26], while ReAct frameworks combine reasoning with action, allowing dynamic adjustment
based on real-time analysis of actions’ impacts [28].

Prompt engineering is crucial for the effectiveness of these processes, particularly in zero-shot



and few-shot learning contexts. By designing prompts that guide intelligent agents’ responses, the
accuracy and relevance of retrieved and augmented data can be significantly improved. Zero-shot
approaches enable agents to generate useful outputs without explicit examples in the training data,
while few-shot approaches use a small number of examples to fine-tune responses [29, 30]. However,
significant challenges must be addressed to fully realise these technologies’ potential. One major
challenge is the quality and reliability of the retrieved data. Not all sources are equally reliable, and
integrating inaccurate information can degrade the KG’s quality. [31] highlight LLMs struggle with
using long contexts effectively, particularly when relevant information is positioned in the middle of
the input context. This positional bias poses a significant hurdle for models processing extensive data
inputs comprehensively. Additionally, the computational complexity of the retrieval and augmentation
processes can be resource-intensive, requiring sophisticated optimisation techniques. Ensuring the
scalability of these methods to handle continuously growing datasets remains another significant
challenge [23, 20, 21, 24, 27, 31].

The combination of retrieval and augmentation techniques facilitated by intelligent agents therefore
represents a powerful approach to advancing KG development. While challenges exist, the potential
benefits are substantial, promising more comprehensive, accurate, and useful knowledge representations.
The ongoing evolution of AI and related technologies, particularly with the integration of CoT reasoning,
Reflexion, and ReAct frameworks, or new approaches, will be crucial in overcoming these challenges
and unlocking the full potential of KGs in various applications.

3. Approach

3.1. Text Extraction and Preprocessing

The methodology employed in this paper involves a comprehensive and structured approach to extract,
process, and transform text from various documents into a KG, followed by summarisation and compe-
tency question generation as shown in Figure 1. This multi-phase process ensures that the extracted
data is accurately represented, contextually enriched, and ready for further analysis and application.
The first step in the project methodology involves extracting text from PDF documents, specifically
from BREEAM Standards Technical Manuals. This extraction was performed using the PyPDF2 library,
which efficiently parses and retrieves text from each page of the PDF files, ensuring a comprehensive
capture of the content. Once extracted, the text underwent a preprocessing stage where it was divided
into manageable chunks of 500 words each. To maintain contextual continuity across these chunks,
a 100-word overlap was employed. This chunking strategy is crucial for preserving the context and
ensuring that subsequent processes, such as entity recognition and relationship extraction, have access
to all necessary contextual information. This approach ensures that the text data is optimally prepared
for transformation into structured graph documents in the next phase of our methodology.

3.2. Transformation to Graph Documents

After preprocessing, the chunked text was processed using LangChain’s LLM Graph Transformer
in conjunction with OpenAI’s GPT-3.5-turbo. This step involved transforming the text chunks into
structured graph documents. The LLM Graph Transformer and GPT-3.5-turbo applied advanced
language understanding techniques to identify and classify entities and relationships within the text.
As seen in Figure 1, these entities and relationships were then organised into a preliminary structure of
nodes and edges, effectively representing the knowledge contained in the text. This transformation was
essential for converting unstructured text into a structured format that can be further processed and
analysed. The resulting graph documents form the foundation of our KG, enabling efficient querying
and manipulation of the data in subsequent steps.



Figure 1: From PDF to KG

3.3. Building the Knowledge Graph

The initial graph documents served as the foundation for constructing the KG in Neo4j, a powerful graph
database platform known for its efficient handling of complex data relationships [32]. As presented
in Figure 1, the construction process began with entity resolution, which involved merging similar
entities to ensure a clean and accurate representation of the data. This was achieved by utilising vector
embeddings and similarity scoring techniques available in the Neo4j Graph Data Science (GDS) library,
which allowed us to represent entities in a high-dimensional space and merge those with high similarity
scores. Following entity resolution, we conducted community detection using the Leiden algorithm
[33]. Community detection involves identifying clusters or groups of related entities within a network,
helping to reveal the underlying structure and relationships among the entities.

Figure 2: KG Data Representation



The Leiden algorithm is particularly effective for this purpose, ensuring accurate and meaningful
grouping of related entities within large networks [23]. This algorithm facilitated the organisation of the
KG into distinct communities, each representing a cohesive subset of related entities and relationships,
as illustrated in Figure 2. The resulting KG was robust, easily searchable, and ready for the subsequent
summarisation and competency question generation phases.

3.4. Natural Language Summarisation

The final step in our methodology involved generating natural language summaries for each community
within the KG using OpenAI’s GPT-3.5-turbo. Figure 3 demonstrates an example of a generated
community. The GPT-3.5-turbo model was employed to create concise and coherent summaries for
subsets of nodes and their relationships. These individual summaries were then combined to form a
comprehensive summary for each community.

Figure 3: KG Summaries

The iterative summarisation process ensured that the generated summaries accurately reflected the
content and context of the graph communities, providing a clear and comprehensive overview of the
information encapsulated within each community. This step significantly enhanced the interpretability
of the KG, making it easier to understand and utilise. Moreover, these natural language summaries
were instrumental in facilitating the generation of competency questions that are well-aligned with the
identified communities and their relevant contexts.

3.5. Retrieval Augmentation Generation (RAG) Phases

3.5.1. Retrieval Phase

The retrieval phase in our methodology involved two distinct approaches for extracting pertinent
information from the KG to support the generation of competency questions: entity-focused retrieval
and community-focused retrieval as presented in Figure 4. Initially, we targeted specific entities
within the KG, identified based on their relevance to the predefined assessment criteria. Using the
extract_top_topics_from_graph function, we queried the graph to obtain counts of entities and their
corresponding mentions, providing an overview of the data’s scope within the graph. For each targeted
entity, the retrieve_relevant_chunks_from_graph function was employed to extract relevant text chunks.

This function utilised Cypher queries to identify documents linked to the entities and retrieved
the pertinent content, ensuring that the extracted text was contextually rich and directly relevant
to the entities in question. The use of the safe_neo4j_operation decorator ensured the robustness



Figure 4: From KG to CQs

of the retrieval process by gracefully handling errors and maintaining continuity. In addition to
entity-focused retrieval, we implemented a community-focused approach to capture broader contextual
information. Using the retrieve_relevant_communities_from_graph function, we extracted summaries
of top communities within the KG. Each community summary provided an aggregated view of the
interconnected entities and their relationships, offering a comprehensive context for further processing.
This approach allowed us to leverage the structural and relational information captured in the KG to
generate more holistic and contextually relevant competency questions. Both retrieval approaches
provided a robust foundation for the subsequent augmentation phase, where the extracted text would
be further processed to enhance its relevance and informativeness. By combining entity-focused and
community-focused retrieval methods, we ensured a rich and comprehensive data context for generating
competency questions.

3.5.2. Augmentation and Generation Phases

The augmentation and generation phases of our methodology are crucial for refining the extracted
data and ensuring the production of high-quality, relevant competency questions. These phases
employ sophisticated natural language processing techniques to enhance the accuracy and contextual
appropriateness of the generated questions. The augmentation and generation phases are integral to
enhancing the relevance, informativeness, and quality of the competency questions. These phases
involve several detailed steps that integrate advanced NLP techniques, including CoT reasoning and
Reflexion techniques, to ensure the production of CQs.

The CoT technique involves guiding the agent through a sequence of intermediate reasoning steps
that lead to the final generation of questions. This method is particularly effective for complex tasks as
it helps the agent maintain logical consistency and coherence throughout the reasoning process [34].
By breaking down the task into smaller steps, CoT ensures that each step is thoroughly understood
and processed, ultimately enhancing the quality and relevance of the generated CQs. After the initial
generation of questions, the Reflexion technique prompts the agent to Self-Reflect reviewing and
evaluating its own outputs as show in Appendices 7 to 9. This includes identifying any gaps or
weaknesses in the questions, assessing their alignment with the context, and suggesting improvements.
The Reflexion process is iterative, meaning that the agent continuously refines the questions through



multiple cycles of evaluation and enhancement. This iterative refinement is crucial for ensuring that
the final set of questions is comprehensive and of high quality.

Subsequently, we applied both zero-shot and few-shot learning approaches to the text chunks and
community summaries retrieved from the KG. The zero-shot approach, as illustrated in 5, involves
generating questions without any prior examples, relying solely on the persona’s knowledge and the
provided context [35]. In contrast, the few-shot approach, detailed in 6, involves providing the agent
with a few examples of relevant questions before generating new ones [36]. This helps the agent to
better understand the desired format and style, which would lead to a more accurate and contextually
appropriate set of CQs. Both types of retrieval, entities and communities, were used in conjunction
with these approaches. For entities, the agent focused on generating questions that are directly related
to specific entities identified within the text. For communities, the questions were generated based on
the broader context provided by community summaries, which represent groups of related entities and
their interactions. By employing these techniques, we ensured that the generated questions were not
only relevant to specific entities but also captured the broader thematic elements within the context.

4. Experiments

4.1. Experimental Settings

Following the extraction, transformation, and summarisation processes, the experimentation phase
involved benchmarking both proprietary and open-source models to generate CQs. For proprietary
models, we used GPT-42, GPT-4o3, and GPT-4o-mini4. To run open-source models, we employed
Ollama5, a tool that enabled us to retrieve and run language models locally on the machine. The open-
source models benchmarked included Llama 3.1 8B6, Llama 3 8B7, Gemma 2 9B8, Mistral-Nemo 12B9,
Mistral 7B10, Qwen 2 7B11, and Phi 3 14B12. All experiments were conducted on a machine equipped
with an NVIDIA GeForce RTX 4090 16GB GDDR6, providing the necessary computational power to
handle large-scale model inferences. Each model was tasked with generating questions, which were
then refined using the CoT and Reflexion techniques using zero and few-shots. This iterative refinement
process ensured that the questions were contextually relevant, clear, and of appropriate complexity. It is
important to note that only the ID 0-84 summary was retrieved for the question generation experiment.
This summary serves as the ground truth for evaluating the effectiveness of the models in generating
competency questions. Once the questions were refined to a satisfactory level, the next step was to
save them using the save_questions function. This function documented the questions and saved them
to a text file, ensuring that the final output was preserved for future use. The saved questions were
formatted and organised, making them easily accessible and usable for assessments. This process
ensured that the refined CQs generated through rigorous benchmarking and refinement were ready for
practical application in competency-based assessments.

4.2. Evaluation Methods

In this chapter, we present a detailed examination of the methods used to evaluate our approach to
entity and community retrieval, and question generation. Our evaluation framework integrates both

2https://platform.openai.com/docs/models/gpt-4-turbo-and-gpt-4
3https://platform.openai.com/docs/models/gpt-4o
4https://platform.openai.com/docs/models/gpt-4o-mini
5https://ollama.com/
6https://ollama.com/library/llama3.1
7https://ollama.com/library/llama3
8https://ollama.com/library/gemma2
9https://ollama.com/library/mistral-nemo
10https://ollama.com/library/mixtral
11https://ollama.com/library/qwen2
12https://ollama.com/library/phi3
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quantitative and qualitative analyses to ensure a thorough assessment of the model’s performance. We
first describe the quantitative measures, focusing on the relevance of generated questions using cosine
similarity scores. Following this, we explore the qualitative aspects by employing the ”LLM-as-a-judge”
method to assess the relevance, clarity, and depth of the questions. This dual approach provides a
comprehensive understanding of the effectiveness and quality of the questions generated by our model.

4.2.1. Quantitative Evaluation

The quantitative evaluation of our approach involved a comprehensive assessment of the effectiveness
of entity and community retrieval methods, using both zero-shot and few-shot learning approaches.
These methods were selected to evaluate how well the model could identify relevant information and
generate CQs based on the provided context. To measure the relevance of the generated questions, we
calculated cosine similarity scores [37]. This metric helps quantify the degree of alignment between the
embeddings of the questions and the overall context. The process began by generating embeddings
for both the questions and the context using the OpenAI embedding model text-embedding-ada-002
[38]. The cosine similarity scores were then computed to determine how closely each question matched
the context. Three key metrics were derived from these scores: the minimum relevance score, which
indicates the lowest degree of relevance among the generated questions; the maximum relevance score,
which highlights the question with the highest relevance; and the average relevance score, which
provides an overall measure of the relevance across all questions.

4.2.2. Qualitative Evaluation

In addition to cosine similarity scores, we employed the ”LLM-as-a-judge” method to further evaluate
the quality of the generated questions [39, 40, 41, 42]. This method involved using GPT-4o to rate
each question on a scale from 1 to 5 across three criteria: relevance, clarity, and depth. Relevance
measures how well the question pertains to the context and key concepts, ensuring that it is pertinent
and meaningful. Clarity assesses how easily the question can be understood, which is crucial for
ensuring that the questions are not ambiguous or confusing. Depth evaluates the level of insight
and understanding required to answer the question, ensuring that the questions are challenging and
promote a deep understanding of the subject matter. By combining cosine similarity scores with the
”LLM-as-a-judge” method, we ensured a robust quantitative and qualitative evaluation of the generated
questions. This comprehensive assessment allowed us to verify that the questions were not only
contextually relevant but also clear and insightful, providing a solid foundation for CQs.

5. Results

5.1. Analysis of Top Performers

We present and analyse the results of the experiments focusing on the automated generation of CQs
using various proprietary and open-source language models. The models were benchmarked across
different retrieval and augmentation methodologies, assessing their performance based on relevance,
clarity, and depth of the generated CQs. This analysis provides insight into the efficacy of our approach
and identifies areas for improvement. Appendix 1 summarises the average relevance scores, along
with minimum and maximum scores for each model and method combination. The relevance scores
were computed using cosine similarity between the CQs and context embeddings, ensuring a robust
quantitative evaluation. The experimental results in Appendix 2 highlights GPT-4o and Mistral 7B as
the top performers in their respective categories.

GPT-4o demonstrated outstanding proficiency in entity-focused retrieval, achieving the highest
average relevance scores of 0.8501 in zero-shot settings and 0.8435 in few-shot settings. This underscores
GPT-4o’s capability to generate precise and contextually relevant questions, especially when dealing
with specific entities. Mistral 7B excelled in community-focused retrieval tasks, with impressive scores



of 0.8759 in zero-shot and 0.8764 in few-shot settings. These results indicate Mistral 7B’s strength in
synthesising broader contexts to produce comprehensive and relevant questions, effectively handling
complex interconnections within the data.

The comparison between zero-shot and few-shot learning approaches reveals a consistent trend:
the few-shot method generally yielded slightly higher relevance scores across both proprietary and
open-source models. This pattern underscores the importance of providing a few examples to guide
the models, enhancing their ability to generate more precise and contextually appropriate questions.
For instance, Mistral 7B’s average relevance score improved from 0.8759 in zero-shot to 0.8764 in
few-shot community-focused retrieval, while GPT-4o showed similar improvements in entity-focused
tasks. These findings highlight the added value of example-based guidance in refining the models’
performance and ensuring the generation of high-quality competency questions.

While the quantitative metrics provide a solid foundation for evaluating the models, qualitative
analysis is equally important to assess the clarity and depth of the generated questions. Using the
”LLM-as-a-Judge” method, GPT-4o rated each question on relevance, clarity, and depth. High scores
in clarity ensure that the questions are easily understandable, avoiding ambiguity, while high depth
scores reflect the complexity and insight required to answer the questions, ensuring they challenge
the respondents’ understanding effectively. As detailed in Appendices 3 and 4 for GPT-4o, the results
showed a strong performance in all three criteria. Similarly, in Appendices 5 and 6, the Mistral 7B
model demonstrated comparable high scores. This confirms that the questions generated by these
models were not only relevant but also clear and thought-provoking, making them suitable for use in
competency-based assessments.

6. Discussion

The integration of LLMs with KGs for the automated generation of competency questions has demon-
strated considerable promise, as evidenced by the comprehensive experimental results. The proprietary
models from the GPT series, particularly GPT-4o, showcased remarkable proficiency in generating
highly relevant and contextually accurate questions. The zero-shot and few-shot approaches both
produced strong results, with GPT-4o achieving an average relevance score of 0.8501 in zero-shot entity-
focused retrieval. This performance highlights the model’s ability to comprehend and process complex
information without prior examples, suggesting a robust intrinsic understanding of the contextual
relationships within the KG data.

In the community-focused retrieval tasks, GPT-4o maintained consistent performance, with average
relevance scores around 0.8239 (zero-shot) and 0.8258 (few-shot). This consistency indicates that the
model can handle broader, more generalised contexts effectively. The slight improvement seen with
the few-shot approach underscores the added value of example-based guidance, which enhances the
model’s capacity to generate contextually enriched questions. This pattern was similarly observed
in GPT-4 and GPT-4o-mini, albeit with marginally lower scores, affirming the overall efficacy of the
proprietary models in both entity-specific and community-based contexts.

On the other hand, the open-source models presented a varied range of performances. Mistral 7B
emerged as a standout, particularly in community-focused retrieval, where it achieved the highest
relevance scores of 0.8759 in zero-shot and 0.8764 in few-shot settings. This indicates a strong ability
to synthesise and contextualise information from broader summaries, making it highly effective in
generating comprehensive and relevant competency questions. In entity-focused tasks, Mistral 7B
also performed well, although not as dominantly as in the community-focused tasks, suggesting its
particular strength lies in handling more complex, interconnected data.

The Llama series and other open-source models like Gemma 2 9B and Phi 3 14B showed reliable per-
formance but generally lagged behind the proprietary models. For instance, Llama 3 8B’s performance in
community-focused few-shot retrieval (0.8461) was notable but still below the proprietary counterparts.
This reflects the inherent differences in training data scale and model architecture between proprietary
and open-source models, impacting their respective abilities to generate high-quality questions.



The few-shot learning approach consistently yielded slightly higher relevance scores compared to
zero-shot across both proprietary and open-source models. This trend underscores the importance
of providing a few examples to guide the models, enhancing their ability to generate more precise
and contextually appropriate questions. This improvement is particularly crucial in educational and
professional training contexts, where the relevance and clarity of competency questions significantly
impact the effectiveness of assessments.

Qualitative evaluations further validated these quantitative findings. The ”LLM-as-a-Judge” method
revealed that top-performing models like GPT-4o and Mistral 7B not only excelled in relevance but also
in clarity and depth. High clarity scores indicate that the questions generated were easily understandable
and free of ambiguity, while high depth scores reflect the complexity and insight required to answer
them, ensuring they challenge the respondents’ understanding effectively.

Despite these promising results, several areas for improvement were identified. The selection of
models for summarisation tasks, for example, could be enhanced by employing more advanced models
like GPT-4 to improve the contextual quality of summaries used for question generation. Additionally,
expanding the range of datasets for testing will provide a more comprehensive evaluation of the
approach’s robustness and applicability across different domains. Incorporating a detailed qualitative
analysis of the generated questions will also help refine their clarity, relevance, and pedagogical value,
ensuring that they meet the high standards required for effective competency-based assessments.

In summary, the integration of LLMs with KGs represents a significant advancement in automating
the generation of competency questions, offering an efficient and scalable solution that maintains high
relevance, clarity, and depth. The results from this study provide a strong foundation for further refine-
ment and expansion, addressing the identified limitations to enhance the applicability and effectiveness
of this innovative methodology in various educational and professional domains.

7. Conclusion

This paper presented a proof of concept for the automated generation of competency questions through
the integration of LLMs with KGs. The methodology adopted involved a multi-stage process encom-
passing text extraction and preprocessing, transformation into graph documents, knowledge graph
construction, and the subsequent generation of CQs. The approach was specifically designed to align
with the Building Research Establishment Environmental Assessment Method standards, aiming to
deliver a scalable and efficient solution for competency-based assessments.

7.1. Key Findings

The study effectively demonstrated the potential of combining LLMs and KGs to create a robust
framework for CQ generation. The text extraction and preprocessing stage utilised the PyPDF2 library,
efficiently parsing and segmenting text into 500-word chunks with overlaps to maintain context.
This ensured that subsequent processing stages retained the necessary contextual information. The
transformation phase employed LangChain’s LLM Graph Transformer in conjunction with OpenAI’s
GPT-3.5-turbo, converting text chunks into structured graph documents. This step facilitated the
identification and classification of entities and relationships within the text, forming the basis of the
KG. The construction of the KG was achieved using Neo4j, a graph database platform adept at handling
complex data relationships. Key processes included entity resolution and community detection, which
were crucial for merging similar entities and organising the KG into meaningful clusters. Natural
language summarisation was performed using GPT-3.5-turbo, generating concise summaries for each
community within the KG. This step significantly enhanced the interpretability of the KG, making
it easier to understand and utilise for CQ generation. The iterative application of advanced NLP
techniques such as CoT reasoning and Reflexion techniques ensured the production of high-quality
CQs, with both zero-shot and few-shot learning approaches enhancing the contextual relevance of the
questions. Experimental validation involved benchmarking proprietary models (particularly GPT-4o)
and open-source models (such as Mistral 7B). The performance of these models was assessed through



quantitative evaluations using cosine similarity scores and the ”LLM-as-a-Judge” method alongside
assessments. The results demonstrated that these models could generate relevant, clear, and insightful
questions, validating the effectiveness of the proposed methodology.

7.2. Contributions and Implications

The integration of LLMs with KGs for CQ generation represents a significant advancement in the
field of NLP and AI [15, 14, 17]. This approach addresses several limitations of traditional assessment
methods, offering a more dynamic, scalable, and contextually enriched solution. By automating the
generation of competency questions, the process becomes more efficient and capable of adapting to
evolving standards, such as BREEAM. This ensures that assessments remain current, relevant, and
capable of providing a personalised learning experience. The findings of this study provide a robust
foundation for further refinement and expansion of the methodology. The successful demonstration of
integrating LLMs with KGs highlights the potential for broader applications in various educational and
professional domains. This approach not only streamlines the assessment process but also enhances its
effectiveness, offering a more comprehensive evaluation of competencies.

7.3. Future Work

Several areas of potential improvement and exploration have been identified for future work. Enhancing
the models used for summarisation tasks, such as employing more advanced models like GPT-4, could
improve the contextual quality of the summaries generated for question creation. Expanding the range
of datasets on which the methodology is tested would help evaluate its robustness and applicability
across different domains, ensuring that the approach is versatile and widely applicable. A more
comprehensive qualitative evaluation could be undertaken, involving a panel of engineers with expertise
in sustainable building practices and familiarity with BREEAM standards. This panel would assess the
generated questions based on criteria such as relevance, clarity, complexity, coverage, and practicality.
Detailed feedback from this evaluation could lead to iterative improvements, enhancing the quality
and effectiveness of the competency questions. Addressing the computational demands associated
with training and fine-tuning LLMs with KG-enriched datasets is another critical area for future work.
Optimising resource usage and enhancing the scalability of the methodology would make it more
accessible and practical for widespread implementation.

7.4. Summary

The integration of LLMs with KGs offers a promising and innovative approach to automating the gener-
ation of competency questions. This proof of concept marks a significant advancement in AI-driven
educational technology, demonstrating the potential for creating more effective, scalable, and person-
alised competency-based assessments. The findings from this study suggest numerous possibilities
for further advancements, promising to revolutionise the way competency assessments are conducted,
ensuring they remain relevant, comprehensive, and tailored to individual learning needs. By continuing
to refine and expand upon this methodology, there is a substantial opportunity to enhance educational
and professional training outcomes across various domains.
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A. Appendices

A.1. LLMs Benchmark

Table 1
LLMs Benchmark

Model Method Avg. Relevance Score Min. Score Max. Score

GPT-4 Entities Zero-Shot 0.8354 0.7950 0.8721
GPT-4 Entities Few-Shots 0.8322 0.8062 0.8671
GPT-4 Communities Zero-Shot 0.8027 0.7465 0.8724
GPT-4 Communities Few-Shots 0.8266 0.7939 0.8615
GPT-4o Entities Zero-Shot 0.8501 0.8256 0.8780
GPT-4o Entities Few-Shots 0.8435 0.8068 0.8693
GPT-4o Communities Zero-Shot 0.8239 0.7986 0.8365
GPT-4o Communities Few-Shots 0.8258 0.7960 0.8724
GPT-4o-Mini Entities Zero-Shot 0.8416 0.8186 0.8580
GPT-4o-Mini Entities Few-Shots 0.8312 0.7944 0.8785
GPT-4o-Mini Communities Zero-Shot 0.8365 0.8049 0.8622
GPT-4o-Mini Communities Few-Shots 0.8370 0.8028 0.8675
Llama 3.1 8B Entities Zero-Shot 0.8349 0.8118 0.8733
Llama 3.1 8B Entities Few-Shots 0.8223 0.8013 0.8650
Llama 3.1 8B Communities Zero-Shot 0.8148 0.7964 0.8808
Llama 3.1 8B Communities Few-Shots 0.8099 0.7809 0.8312
Llama 3 8B Entities Zero-Shot 0.8358 0.8035 0.8649
Llama 3 8B Entities Few-Shots 0.8309 0.8182 0.8592
Llama 3 8B Communities Zero-Shot 0.8135 0.7862 0.8637
Llama 3 8B Communities Few-Shots 0.8461 0.8018 0.8785
Gemma 2 9B Entities Zero-Shot 0.8211 0.7971 0.8656
Gemma 2 9B Entities Few-Shots 0.8328 0.8053 0.8550
Gemma 2 9B Communities Zero-Shot 0.8169 0.7835 0.8405
Gemma 2 9B Communities Few-Shots 0.8626 0.8416 0.8869
Mistral-Nemo 12B Entities Zero-Shot 0.8106 0.7271 0.8570
Mistral-Nemo 12B Entities Few-Shots 0.8289 0.7271 0.8830
Mistral-Nemo 12B Communities Zero-Shot 0.8172 0.7993 0.8433
Mistral-Nemo 12B Communities Few-Shots 0.8237 0.7989 0.8582
Mistral 7B Entities Zero-Shot 0.8435 0.8206 0.8692
Mistral 7B Entities Few-Shots 0.8420 0.7963 0.8843
Mistral 7B Communities Zero-Shot 0.8759 0.8514 0.9128
Mistral 7B Communities Few-Shots 0.8764 0.8551 0.8955
Qwen 2 7B Entities Zero-Shot 0.8323 0.8067 0.8676
Qwen 2 7B Entities Few-Shots 0.8513 0.8183 0.8673
Qwen 2 7B Communities Zero-Shot 0.8279 0.7912 0.8700
Qwen 2 7B Communities Few-Shots 0.8028 0.7862 0.8228
Phi 3 14B Entities Zero-Shot 0.8364 0.7856 0.8765
Phi 3 14B Entities Few-Shots 0.8428 0.8206 0.8648
Phi 3 14B Communities Zero-Shot 0.8363 0.8011 0.8778
Phi 3 14B Communities Few-Shots 0.8448 0.8027 0.8954



A.2. Top Performers

Table 2
Top Performers

Model Method Avg. Relevance Score Min. Score Max. Score

GPT-4o Entities Zero-Shot 0.8501 0.8256 0.8780
GPT-4o Entities Few-Shots 0.8435 0.8068 0.8693
Mistral 7B Communities Zero-Shot 0.8759 0.8514 0.9128
Mistral 7B Communities Few-Shots 0.8764 0.8551 0.8955



A.3. Zero-Shot Prompt

Figure 5: Zero-Shot Prompt



A.4. Few-Shot Prompt

Figure 6: Few-Shot Prompt



A.5. Output with Self-Reflection

Figure 7: Output with Self-Reflection



A.6. Output with Self-Reflection Continued

Figure 8: Output with Self-Reflection Continued



A.7. Output with Self-Reflection Continued

Figure 9: Output with Self-Reflection Continued



A.8. GPT-4o Entities Zero-Shots CQs

Table 3
GPT-4o Entities Zero-Shots CQs with LLM-as-a-Judge Feedback

N Competency Questions R C D LLM-as-a-Judge Feedback
1 What are the specific regulatory requirements

for labeling operational waste storage areas?
5 5 4 Relevance: Highly relevant as it addresses compliance with waste management regulations.

Clarity: Very clear and straightforward question.
Depth: Fairly deep, but could be more comprehensive by specifying which regulatory bodies or
types of waste storage areas.

2 How can compliance with local and national
waste management regulations be ensured?

5 5 5 Relevance: Extremely relevant to waste management practices.
Clarity: Clear and easy to understand.
Depth: Comprehensive as it covers both local and national regulations and implies multiple
strategies for compliance.

3 What health and safety standards must be ad-
hered to in the management of operational
waste?

5 5 4 Relevance: Very relevant for ensuring safe waste management practices.
Clarity: Clear and specific.
Depth: Covers essential standards, although it could go deeper into specific standards for
different types of waste.

4 How should operational waste storage areas be
designed to minimize health risks to personnel?

5 5 5 Relevance: Highly relevant for operational safety.
Clarity: Very clear and direct.
Depth: Deep and specific, focusing on design aspects to minimize risks.

5 What technological solutions can be imple-
mented to improve the efficiency of operational
waste management?

5 5 4 Relevance: Highly relevant as technology plays a crucial role in waste management.
Clarity: Clear and to the point.
Depth: Fairly deep but could specify types of technology solutions (e.g., software, machinery).

6 How can data analytics be used to optimize
waste collection and disposal processes?

5 5 5 Relevance: Very relevant, given the growing importance of data analytics.
Clarity: Clear and specific.
Depth: Comprehensive, focusing on the application of data analytics.

7 What training programs should be provided
to staff involved in operational waste manage-
ment?

5 5 4 Relevance: Highly relevant for effective waste management.
Clarity: Clear and straightforward.
Depth: Covers essential training but could delve into specific types of programs.

8 How can awareness and education about waste
segregation and recycling be promoted among
residents?

4 5 4 Relevance: Relevant, though slightly less so than operational-specific questions.
Clarity: Very clear.
Depth: Fairly deep but could elaborate on different strategies for promotion.

9 What measures can be taken to reduce the en-
vironmental impact of operational waste man-
agement practices?

5 5 5 Relevance: Extremely relevant to sustainability in waste management.
Clarity: Very clear and direct.
Depth: Comprehensive as it implies multiple measures for impact reduction.

10 What criteria should be used to determine the
appropriate capacity for operational waste stor-
age in different types of facilities?

5 5 5 Relevance: Highly relevant for effective waste management.
Clarity: Clear and specific.
Depth: Comprehensive as it addresses capacity determination across various facility types.



A.9. GPT-4o Entities Few-Shots CQs

Table 4
GPT-4o Entities Few-Shots CQs with LLM-as-a-Judge Feedback

N Competency Questions R C D LLM-as-a-Judge Feedback
1 What are the essential characteristics and de-

sign requirements for spaces designated for op-
erational waste storage and processing?

5 5 4 This question is highly relevant as it addresses fundamental aspects of waste management.
It is clearly stated and focuses on specific criteria (characteristics and design requirements).
However, it could be expanded to include more detailed subtopics or examples.

2 Which types of facilities and equipment are
integral to effective operational waste manage-
ment, and what are their specific functions?

5 5 4 This question is very relevant and clear, asking for specific information about facilities and
equipment. It covers a broad range of potential answers, which is good, but it might benefit
from further specificity to enhance depth.

3 How should spaces for operational waste be
labeled to ensure compliance with regulatory
standards and enhance operational efficiency?

4 5 3 The question is relevant and clear but somewhat narrow in focus. While labeling is important,
the depth could be improved by including aspects like different types of labels, color-coding
systems, or technology used in labeling.

4 Why is accessibility crucial for spaces desig-
nated for operational waste, and what best
practices should be followed to ensure it?

5 5 4 This question is highly relevant and clear, addressing both the importance and the best practices
for accessibility. The depth is good but could be enhanced by specifying different types of
accessibility (e.g., physical, logistical).

5 What are the environmental impacts of differ-
ent operational waste management practices,
and how can they be mitigated?

5 5 5 This question is highly relevant, clear, and in-depth. It covers both the impacts and mitigation
strategies, offering a comprehensive scope for discussion.

6 How do static waste compactors and compost-
ing vessels contribute to the efficiency and sus-
tainability of operational waste management?

5 5 4 The question is relevant and clear, addressing specific technologies. It provides a good depth
but could include more details about other types of equipment or comparative effectiveness.

7 What are the key regulatory guidelines and
compliance requirements for managing opera-
tional waste, and how can organizations ensure
adherence?

5 5 4 This question is very relevant and clear, dealing with critical regulatory issues. The depth is
good, but it could be improved by specifying which regions or types of regulations are being
referred to.

8 Why is the provision of home composting fa-
cilities significant in waste management, and
what are the best practices for their implemen-
tation?

4 5 4 The question is relevant and clear, focusing on home composting. While it is slightly less
relevant to operational waste management, it is still important. The depth is good and could be
enhanced by discussing specific implementation strategies or challenges.

9 What considerations must be made for the de-
sign and maintenance of internal storage areas
for operational waste to ensure safety and effi-
ciency?

5 5 5 This question is highly relevant and clear, addressing both design and maintenance. It offers
good depth by focusing on safety and efficiency.

10 How should waste collection vehicles be de-
signed and operated to optimize access to in-
ternal storage areas and minimize disruption?

5 5 4 The question is highly relevant and clear, focusing on practical aspects of waste collection.
The depth is good but could be enhanced by discussing specific design features or operational
protocols.



A.10. Mistral Communities Zero-Shot CQs

Table 5
Mistral Communities Zero-Shot CQs with LLM-as-a-Judge Feedback

N Competency Questions R C D LLM-as-a-Judge Feedback
1 How do waste minimization strategies affect

project costs and labor productivity within a
construction project?

5 4 4 Relevance: It is highly relevant as waste minimization is essential for reducing project costs,
improving labor productivity, and promoting sustainability.
Clarity: The question is clear but could be improved slightly by specifying whether the focus is
on initial construction or the entire lifecycle of a project.
Depth: A reasonable level of depth as it touches on cost savings and labor productivity, but
further discussion on specific strategies and their impacts would add more depth.

2 What are the key factors to consider when im-
plementing effective waste segregation prac-
tices on construction sites, and what challenges
might arise?

5 4 4 Relevance: Waste segregation is critical for proper waste management and resource recovery.
Clarity: The question is clear but could benefit from a more specific definition of effective
waste segregation.
Depth: A good level of depth, but further discussion on common challenges and potential
solutions would add more depth.

3 In addition to the principles of the waste hi-
erarchy, discuss other guiding frameworks for
construction waste management that prioritize
sustainability and resource efficiency.

5 4 3 Relevance: Waste segregation is critical for proper waste management and resource recovery.
Clarity: The question is clear but could benefit from a more specific definition of effective
waste segregation.
Depth: A good level of depth, but further discussion on common challenges and potential
solutions would add more depth.

4 How can a comprehensive waste management
plan contribute to cost savings, improved labor
productivity, and enhanced environmental per-
formance in a construction project?

5 5 3 Relevance: Comprehensive waste management plans are essential for achieving sustainability
goals in construction projects.
Clarity: The question is clear and concise.
Depth: A reasonable level of depth, but further discussion on specific strategies and their
impacts would add more depth.

5 Can you elaborate on the role of lifecycle anal-
ysis in assessing the environmental impact of
waste management strategies and resource use
in construction projects?

5 4 4 Relevance: Lifecycle analysis is crucial for understanding the environmental impact of con-
struction projects.
Clarity: The question is clear, but it could be made more specific to focus on a particular aspect
of lifecycle analysis or resource use.
Depth: A reasonable level of depth, but further discussion on the key steps and considerations
involved in lifecycle analysis would add more depth.

6 What are the best practices for hazardous
waste treatment, disposal, and recycling in the
context of construction and demolition activi-
ties?

5 4 4 Relevance: Hazardous waste management is an essential aspect of sustainable construction
practices.
Clarity: The question is clear but could benefit from a more specific definition of best practices.
Depth: A reasonable level of depth, but further discussion on specific strategies and their
effectiveness would add more depth.

7 How does the integration of circular econ-
omy principles into construction waste man-
agement plans lead to innovative and sustain-
able resource recovery solutions?

5 4 4 Relevance: The circular economy is a key concept for promoting sustainability in construction.
Clarity: The question could be more specific about the focus of these innovative solutions.
Depth: A reasonable level of depth, but further discussion on examples and case studies would
add more depth.

8 How can waste data analysis help inform and
improve waste minimization strategies and re-
source efficiency within a construction project
lifecycle?

5 4 4 Relevance: Waste data analysis is essential for optimizing waste management practices in
construction projects.
Clarity: The question is clear but could benefit from a more specific definition of waste
minimization strategies.
Depth: A reasonable level of depth, but further discussion on common data analysis techniques
and their impacts would add more depth.

9 What are some successful case studies that
demonstrate effective partnerships between
construction projects and licensed external
waste contractors in promoting sustainable
waste management practices?

5 5 4 Relevance: Case studies can provide valuable insights into best practices for collaboration.
Clarity: The question is clear and concise.
Depth: A reasonable level of depth, but further discussion on key takeaways from these case
studies would add more depth.

10 In the context of BREEAM, how can waste
management tools and guidelines be leveraged
to optimize both resource efficiency and over-
all environmental performance across various
project phases?

5 4 4 Relevance: BREEAM is a widely recognized tool for assessing sustainability in construction
projects.
Clarity: The question is clear but could benefit from a more specific focus on particular waste
management tools and guidelines.
Depth: A reasonable level of depth, but further discussion on the practical application of these
tools and guidelines would add more depth.



A.11. Mistral Communities Few-Shot CQs

Table 6
Mistral Communities Few-Shot CQs with LLM-as-a-Judge Feedback

N Competency Questions R C D LLM-as-a-Judge Feedback
1 What are the key components of an effective

waste hierarchy implementation for efficient
operational waste management in Community
ID 0-84, and how do they contribute to overall
efficiency?

5 5 4 Relevance: 5/5
Clarity: The question is clear, but it could be more specific about what constitutes a ”key
component”
Depth: Answering this question requires knowledge of waste management practices and the
waste hierarchy

2 In construction waste management, how are
Construction Waste Groups defined and cat-
egorized, and why is this classification impor-
tant for waste reduction strategies?

5 5 4 Relevance: 5/5
Clarity: The question is straightforward and relevant to waste management in construction
Depth: Understanding the classification of Construction Waste Groups is crucial for waste
minimization efforts, but more could be asked about specific categories or their significance

3 How does the European Waste Catalogue clas-
sify operational waste types and what implica-
tions does this have for their management in
Community ID 0-84?

5 5 5 Relevance: The question is highly relevant to waste management practices within the specified
communities
Clarity: The question is clear and specific
Depth: Answering this question requires knowledge of the European Waste Catalogue and its
implications for waste management in the mentioned communities

4 What measures can be taken to reduce, reuse,
recycle, recover, and dispose of Construction
Waste Groups, Hazardous Waste, and Non-
Hazardous Waste according to the procedures
outlined in Community 0-84, while promoting
a circular economy approach?

5 5 5 Relevance: 5/5
Clarity: The question is clear and relevant
Depth: Answering this question requires knowledge of waste management procedures in
Community 0-84 and the circular economy approach

5 In what ways does a Resource Management
Plan facilitate waste minimization and circular
economy principles within construction waste
management practices, and how should it be
developed for optimal impact?

5 5 4 Relevance: 5/5
Clarity: The question is clear but could be more specific about the impact of a Resource
Management Plan
Depth: Answering this question requires understanding of waste management practices and
Resource Management Plans

6 How can the Circular Economy Concept be im-
plemented across various waste streams, in-
cluding construction waste and data center
waste, in Community ID 0-84 to promote re-
source efficiency and circularity?

5 5 4 Relevance: The question is highly relevant to promoting a circular economy approach in the
mentioned communities
Clarity: The question is clear and specific
Depth: Answering this question requires understanding of the Circular Economy Concept and
its application across different waste streams

7 What are the key performance indicators
for monitoring and optimizing accurate data
records on waste arisings and waste manage-
ment routes according to Community 0-84, and
how do they promote efficient waste manage-
ment and circular economy principles?

5 5 4 Relevance: The question is highly relevant to waste management practices within Community
0-84
Clarity: The question is clear and specific
Depth: Answering this question requires understanding of key performance indicators for
waste management in Community 0-84

8 In addition to reuse strategies, what other
waste minimization techniques can be em-
ployed in both communities to reduce oper-
ational waste generation, promote a circular
economy approach, and minimize the environ-
mental impact of waste streams?

4 5 4 Relevance: The question is highly relevant to promoting a circular economy approach and
minimizing environmental impact
Clarity: The question is clear and specific
Depth: Answering this question requires knowledge of waste minimization techniques beyond
reuse strategies

9 How can data center managers optimize waste
management practices for resource recovery
and contribute to a circular economy approach
within their facilities, while also reducing en-
ergy consumption and carbon footprint?

5 5 5 Relevance: While relevant, the question could be more specific about the connection between
waste management and energy consumption in data centers
Clarity: The question is clear and specific
Depth: Answering this question requires knowledge of waste management practices in data
centers and circular economy principles

10 What best practices can office managers fol-
low when implementing waste minimization
measures in recycling programs, as outlined in
Community 0-84, while incentivizing employee
participation, maximizing the effectiveness of
these initiatives, and promoting a culture of
sustainability within the workplace?

5 5 4 Relevance: The question is highly relevant to waste management practices in offices and
promoting sustainability
Clarity: The question is clear and specific
Depth: Answering this question requires understanding of best practices for implementing
waste minimization measures, employee incentives, and promoting a culture of sustainability in
the workplace


	1 Introduction
	2 Related Works
	2.1 Knowledge Graphs and Large Language Models
	2.2 Ontology Engineering and Competency Questions
	2.3 Retrieval Based KGs with Agents

	3 Approach
	3.1 Text Extraction and Preprocessing
	3.2 Transformation to Graph Documents
	3.3 Building the Knowledge Graph
	3.4 Natural Language Summarisation
	3.5 Retrieval Augmentation Generation (RAG) Phases
	3.5.1 Retrieval Phase
	3.5.2 Augmentation and Generation Phases


	4 Experiments
	4.1 Experimental Settings
	4.2 Evaluation Methods
	4.2.1 Quantitative Evaluation
	4.2.2 Qualitative Evaluation


	5 Results
	5.1 Analysis of Top Performers

	6 Discussion
	7 Conclusion
	7.1 Key Findings
	7.2 Contributions and Implications
	7.3 Future Work
	7.4 Summary

	8 Acknowledgement
	A Appendices
	A.1 LLMs Benchmark
	A.2 Top Performers
	A.3 Zero-Shot Prompt
	A.4 Few-Shot Prompt
	A.5 Output with Self-Reflection
	A.6 Output with Self-Reflection Continued
	A.7 Output with Self-Reflection Continued
	A.8 GPT-4o Entities Zero-Shots CQs
	A.9 GPT-4o Entities Few-Shots CQs
	A.10 Mistral Communities Zero-Shot CQs
	A.11 Mistral Communities Few-Shot CQs


