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Abstract

Since their initial inception, large language models have undergone many innovations. One of these innovations
concerns multimodality. Several adaptation strategies have been developed to expand LLMs to process multimodal
signals. However, the training procedure for these multimodal models is performed on English-only vision-
language datasets in the current literature, limiting their capabilities for other languages. This work proposes
the first family of LMM:s for the Italian language. We trained them using state-of-the-art backbone models and
datasets, translated into Italian using the most up-to-date machine translation model available. In support of
open science, we publicly release the data, models, and code used to develop these models.
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1. Introduction

Large Language Models (LLMs) have been rising in research interest due to their generalization capabil-
ities, which allow them to solve tasks never seen during training. However, their capabilities are limited
to the textual domain. In light of this, researchers have started proposing solutions to bridge the gap
between the textual world and the others (e.g. visual or aural). Specifically, instead of pre-training a new
model with multimodal capabilities from scratch, these solutions leverage a pre-trained decoder-only
LLM. This is both cost-efficient, avoiding the expensive training procedures of full multimodal training,
and effective, as many of these solutions reported optimal results.

In this work, we will be focusing on the vision-language world, specifically Large Vision Language
Models (LVLMs). These models are often trained following a traditional two-step approach: pre-training
followed by fine-tuning. However, one notable issue is that the vision-language training mixture often
consists of curated and selected datasets that predominantly feature English text, as seen in models like
LLAVA [2]. This further propagates an inherent problem of these large models, where the pre-training
corpus mainly consists of English data. For example, LLAMA 2 [3], a LLM by META, was pre-trained
on a corpus of 89.70% English language and of 8.38% unknown language (e.g. programming code). As
a result, even the developers of the models explicitly state that their usage is intended for English use
cases only.

Furthermore, there is a significant gap due to the absence of large-scale, multitask and multilingual
datasets. While the English vision-language datasets are conceptually diverse and rich (e.g., scientific
question answering, OCR), non-English datasets tend to be limited in scope, focusing on specific
high-level tasks (e.g., image captioning, visual question answering).

For these reasons, there are currently very few LVLMs in the state-of-the-art for non-English lan-
guages. While some models support multilingual and multimodal data, they often fall behind their
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English counterparts in terms of architecture performance and training data quality. The reasons behind
this are twofold: new LLMs are constantly being released, and training data lacks quality, focusing
only on high-level tasks due to the lack of data. Furthermore, current multilingual and multimodal
benchmarks are not as conceptually rich as English ones, making evaluation of these models more
difficult for non-English languages.

Therefore, in this work, we propose an approach to train and evaluate a LVLM for the Italian language.
We also release LLAVA-NDINO (Large Language and Vision Assistant: New Domain integration for Nat-
ural Observations), the first family of openly-available Italian LVLMs trained and evaluated by following
the proposed approach. While this approach heavily relies on the use of machine translation, we show
that even when using machine-translated datasets at train time it is possible to achieve remarkable
performance during evaluation on datasets that are natively in the Italian language. Specifically, the
contributions of this work are the following:

« We apply a vision-language adaptation step designed to improve the performance of the model
for a specific language. We compare the performance of a model trained using this additional
step w.r.t. one without this step;

« We propose a new evaluation suite based on both machine-translated and natively Italian data
from state-of-the-art benchmarks;

« We openly release code, data and models that have been obtained from our experiments, in the
hope of boosting research in this field and in support of open science.'

2. Related Works

LVLMs have begun to see widespread success following the release of GPT-4V [4], the OPENAI model
which supported vision-language inputs. However, since the model is proprietary, possibilities for
research are relatively limited. Because of this, many works proposed open-source solutions, trying to
match the performance obtained by GPT-4V on state-of-the-art benchmarks. One of the most popular
solutions in this field of research is LLAVA [5, 2]. The model uses a projection module (either a projection
matrix in its first version or a Multi-Layer Perceptron in version 1.5) to project the visual embeddings
extracted from a visual encoder into the latent space of the LLM. This approach is simple and efficient,
since it only relies on a single projection module. However, the original LLAVA architecture, as well as
other LVLMs, struggled with high-resolution images tasks due to the requirements imposed by vision
encoders. This is because vision encoders, like the Vision Transformer (V1T) [6], are trained on a fixed
image size. Therefore, during inference or embedding extraction, the same image size is expected as
input. To overcome this limitation, LLAVA-NEXT [7] was developed. In this model, the image is split
into grids of fixed size and the embeddings for each grid are extracted and concatenated. Finally, the
original image is resized and its embeddings are extracted and concatenated to the previous output.
This technique allows the model to better understand the overall visual characteristics of the input
images.

However, all of the LLAVA models were trained on English-only vision-language data. Specifically, an
instruction-tuning approach over a rich set of vision-language tasks was performed. Therefore, while
the LLAVA models perform well on English tasks, the lack of curated multilingual vision-language
instruction-tuning datasets makes it challenging to train multilingual LVLMs on a set of conceptually
diverse tasks. In light of this, some works focus on multilingual training procedures for LVLMs. Geigle
et al. [8] released MBLIP, a version of the BLIP 2 [9] model trained on an English vision-text dataset
machine-translated to 95 different languages To do so, the authors used a neural machine translation
model, that is NLLB-200-DISTILLED-1.3B [10]. There is also PAL1-X [11], where the vision and language
components are jointly scaled, following the work done in Pav1 [12]. The model is pre-trained on a rich
range of datasets, among which there is WEBLI [12], a rich corpus consisting of images with alt-texts
from the web and OCR annotations obtained from the Google Cloud Vision API, covering a total of
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100 languages. Finally, there is X-LLAVA [13], where the authors adapted LLAVA 1.5 by expanding
its dictionary for English and Korean and performing a language adaptation step based on the one
performed by Conneau and Lample [14], that is pre-training on a data corpus extracted from Wikipedia.

Regarding datasets used to train these models, for LLAVA 1.5 a mixture of English only vision-
language datasets was used. Specifically, the mixture contained 158, 000 GPT-generated multimodal
instruction-following data instances, 450, 000 academic-task-oriented visual question answering data
instances and 40, 000 ShareGPT data instances. Laurencon et al. [15] released THE CAULDRON, a
collection of 50 different datasets pre-formatted for instruction-tuning. This dataset was used to train
IpEFICs 2 [15] model. The dataset consists of state-of-the-art vision-language datasets and covers
a wide array of conceptual tasks. Specifically, the authors identify the following categories: general
visual question answering, captioning, OCR, document understanding, text transcription, chart/figure
understanding, table understanding, reasoning, logic, maths, textbook/academic questions, differences
between two images, screenshot to code.

Despite all this, best practises regarding language adaptation of LVLMs are still unclear.

3. Methodology

We define three different steps in our methodology:

« Italian vision-language pre-training: training the model to optimize its general understanding
of the Italian language;

« Italian vision-language instruction-tuning: fine-tuning the model on task specific vision-
language data to improve its performance in following instructions;

« Italian vision-language long instruction-tuning: fine-tuning the model to produce long
outputs in response to instructions.

We adapt a pre-trained decoder LLM and a pre-trained encoder vision transformer to the Italian
language by performing an Italian vision-language pre-training approach. This is based on an approach
used for LLMs, which consists in further training the model on a wide corpus of generic data of a
specific language [14]. In this step, we perform the same approach but using vision-text data instead.
Specifically, we directly use an English pre-trained decoder LLM and an English pre-trained vision
encoder and perform joint language adaptation on both of them, as well as the adaptation module, on a
collection of image-text pairs natively in Italian. We expect the model pre-trained on Italian data to
perform better in Italian vision-language tasks, thanks to the additional knowledge it has gained.

Furthermore, while the instruction-tuning datasets are often unavailable in multiple languages,
vision-language pre-train data is. Thanks to this, the data quality during pre-train is guaranteed since
the text would be natively in Italian. However, the situation is different for instruction-tuning. Due to
the lack of instruction-tuning Italian datasets, we must rely on machine translation. While the data
quality will suffer from this, this approach is the only one that allows us to obtain the large quantity
of data needed to achieve the generalization capabilities of LVLMs. Finally, we also perform further
instruction-tuning for long response generation. This is because humans tend to prefer long and
descriptive answers when interacting with LLMs and LVLMs. We decided to use the LLAVA-NEXT
architecture since it is one of the most recent LVLMs available in the state-of-the-art. We detail all the
steps we carried out, from data collection to evaluation.

3.1. Dataset Creation

For the Italian language pre-training dataset, following the best practises by Laurengon et al. [15], we
setup three conceptually different datasets: Interleaved image-text documents, Image-text pairs
and PDF documents. For interleaved image-text documents and image-text pairs, we use the WIT
[16] dataset, a collection of images and their associated text sections obtained from Wikipedia pages in
multiple languages. Specifically, after collecting the Italian portion of the dataset, we use the text of a



section where an image appears as interleaved image-text document and the caption of the image as
image-text pair. Note that for interleaved image-text documents we only use a single pair of image-text
section, rather than multiple sections from the same Wikipedia page. For PDF documents, there are
no multilingual datasets fitting this criteria in the literature. In particular, there are no handwritten
datasets of this type, but only typewritten. Therefore, we decided to use MULTIEURLEX [17], a corpus
containing European laws in 23 languages. While this corpus is typewritten only, we prefer to include it
in the pre-train dataset rather than not covering OCR at all. We retrieve the Italian PDF files associated
with the corresponding CELEX_ID and extract the text from each document using TESSERACT [18]. We
also filter the dataset to control the distribution of these different sets. The pre-train dataset consists
of 250, 000 instances, of which 168, 000 are interleaved image-text documents, 72, 000 are image-text
pairs, and 10, 000 are PDF documents.

For the Italian language instruction-tuning dataset, we use THE CAULDRON [15], a collection of 50
vision-language datasets already formatted for instruction-tuning. Since the dataset is in English, we
use machine translation to Italian. Details regarding the machine translation procedure will be discussed
in Section 3.2. However, we first perform a filtering step of the 50 available tasks. This is because many
tasks would lose their meaning when translated from English to another language (e.g. extraction of
information from the image of a table where the text is in English). Because of this, we remove all tasks
which focus on images containing English text (e.g. docvqa or ocrvga). After performing this manual
filtering step, we have a total of 15 tasks. For each task, we select the first 10, 000 rows of the dataset
and perform machine translation on each instance in each row (more than one text-vision pair can be
present for each row). Additionally, we also add the train sets of MTVQA and V-EXAMS, datasets that
are natively in Italian. This increases both the quality of the instruction-tuning dataset, as the datasets
are not machine translated, and its concept distribution, since two new tasks are added. MTVQA is
the only dataset containing Italian visual text extraction and V-EXAMS is the only dataset containing
Italian academic visual question answering. In total, the instruction-tuning dataset consists of 260, 302
instances.

For the Italian language long instruction-tuning dataset, we use LLAVA CONVERSATION 58K [5],
a subset of the LLAVA INsTRUCT 150K dataset. It consists of 58k conversations, a dataset generated
using GPT-4V for conversational purposes. Again, since the dataset is in English, we perform machine
translation.

Finally, for evaluation, we collect the OK-VQA, SEEDBENCH and POPE datasets, that are popular
benchmarks used in the literature for English LVLMs. We machine translate them to the Italian language
as well. We also collect the test sets of MTVQA, V-EXAMS and GQA-1T.

We provide an overview of the 15 datasets from THE CAULDRON used for the instruction-tuning step
in Table 1. We also provide the same details for the natively Italian datasets in Table 2 and evaluation
datasets in Table 4.

3.2. Translation

To translate the data, we use one of the newest machine translation models openly available, that is
MADLAD-400 3B? [36]. To accomplish this task, we use a cluster equipped with multiple NVIDIA A16
16GB VRAM GPUs. We use 4 GPUs in parallel and perform inference with a batch size per device of 4.

To translate the data from THE CAULDRON, we directly use the formatted instruction pairs present
in the dataset. By doing so, the answer is translated with the context given by the question, reducing
the possibility of a translation error. We do the same for closed-ended tasks, where a list of options
is given in the question. However, this translation procedure may cause the model to translate text
inaccurately. Therefore, some options for closed-ended tasks may not be translated correctly. For
example, during translation, some closed-ended options might not align correctly with the original
content, causing errors like having more options than in the original text. To avoid this issue, we check
via regex matching that: 1) the question or instruction is present at the beginning; 2) the number of
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Dataset # Train Translated | Description

VQA dataset requiring world knowl-
A-OKVQA [19] 10,107 edge and common sense for a correct
answer.

VQA dataset designed for visual rea-

CLEVR [20] 92,670 : ) el
soning regarding objects in images.
COCO-QA [21] 16167 VQA'dataset .contalnmg dc?scrlptlve
and rich question-answer pairs.
GEOMVERSE [22] 3.324 VQA dataset regarding geometric rea-
soning.
IcoNQA [23] 10,980 VQA dataset reg'ardmg abstract dia-
gram understanding.
VQA dataset regarding geometric rea-
INTERGPS [24] 1,498 soning, annotated in a formal lan-
guage.
LocALIZED NARRATIVES VQA dataset designed to provide rich
9,178 o .
[25] descriptions of image contents.

VQA dataset designed to enhance the
Mimic CGD [26] 16,807 performance of vision language models
in real-life scenarios.

VQA dataset regarding truthfulness of
NLVR2 [27] 18,363 a natural language sentence about a
pair of photographs.

VQA dataset regarding Raven’s Pro-

RAveN [28] 2.216 gressive Matrices.
SPOT THE DIFFERENCE 9.187 VQA dataset regarding differences be-
[29] ’ tween two images.
TALLYQA [30] 14,024 YQA data'set regard.mg Cf)m.plex count-
ing questions of objects in images.
VQA dataset regarding object-level
grounding, using questions that start
VisuaL7w [31] 43,228 with one of what, where, when, who,
why, how and which.
VQARAD [32] 239 VQA dataset regarding radiology im-
ages.
VQA dataset requiring understanding
VQAV2 [33] 1,563 of vision, language and commonsense

knowledge to answer.

Table 1
Overview of all datasets from THE CAULDRON used during the instruction-tuning procedure of our models. # Train
Translated is the amount of total translated instances obtained from the original first 10k rows of the dataset.

options is the same before and after translation; 3) the answer is present at the end of the translated
string. In all cases where a check is not passed, the translated instance is removed from the dataset.
We follow this same procedure to translate evaluation benchmarks. Because of this, some of these
translated datasets may have a different cardinality w.r.t. original ones.

For LLAVA CONVERSATION 58K we directly translate the user question and the system response. By
testing the model, we noticed that translation errors are frequent when a newline character is present in
the input. Therefore, we split inputs when two consecutive newline characters are present and further



Dataset # Train # Test Description
MTVQA VQA dataset of multilingual text scenes. The
2,168 884 .
[34] dataset is manually labelled.
EXAMS-V VQA dataset of multilingual school exam ques-
[35] 1,083 562 tions. The dataset is obtained from real exam
questions for each language.
Table 2

Overview of all datasets natively in Italian used during the instruction-tuning procedure of our models

split the output when a single newline character is present. The obtained strings are translated and the
original newline characters are progressively added for each translated instance, effectively recreating
the original formatting of the string but in another language.

4. Experiments

4.1. Training Details

We distinguish between four total train steps:

« MLP pre-training: the weights of the MLP module are initialized, following the strategy de-
scribed by Liu et al. [2];

« Italian language pre-training: we optimize the model to the Italian language by further training
the English backbones on a mixture of native Italian text-vision data;

« Italian language instruction-tuning: we optimize performance of the model in providing
meaningful responses by performing instruction-tuning;

« Italian language long instruction-tuning: we optimize performance of the model in providing
meaningful and descriptive responses by performing instruction-tuning.

For the Multi-Layer Perceptron (MLP) pre-training step, we use the same dataset as Liu et al. [2],
that is LCS-558K. It is a subset of the LAION/CC/SBU dataset, filtered with a more balanced concept
coverage distribution, and augmented with BLIP synthetic captions. We follow the procedure described
in LLAVA 1.5 for this step.

Then, we perform our training using the translated Cauldron dataset on LLAMA 3 8B BASE [37] as
LLM and CLIP V1T LARGE-PATCH14-338 [38] as vision encoder. This is to follow the configuration
used by LLAVA-NEXT, except for the LLM model. We decided to use the base version instead of the
instruct one. Since we have to perform pre-training, we have found the base version of the model to be
more fitting for this purpose.

We train all models for a direct response in a single round user-system conversational setting.
Specifically, we use two prompt formats: plain for the MLP and Italian pre-training, and the LLaMA 3
instruct format without system prompt for instruction-tuning. These prompt formats are shown in
Listing 1 and 2.

A diagram presenting an overview of the entire training pipeline is shown in Figure 1.

For all models, we perform full-parameter training. Regarding additional technical details, we report
hyperparameters used in Table 3. The training was run on a cluster with 4 NVIDIA A100 64 GB GPUs
per node. Specifically, we use 2 nodes for a total of 8 GPUs. We use a server with 8 NVIDIA A16 16 GB
GPUs for evaluation, running the procedure on 4 GPUs.

4.1.1. Instruction-tuning and Evaluation

To assess the performance of the pre-trained model, we perform two different training procedures:

« LLAVA-NDINO IT: only MLP pre-training and instruction-tuning have been performed;



« LLAVA-NDINO PT + IT: MLP pre-training, Italian language pre-training and instruction-tuning
have been performed.

<|begin_of_text|><image>{text}<|end_of_text|>

Listing 1: Plain Format, {text} is the text associated with the image

<|begin_of_text|><|start_header_id|>user<|end_header_id|>
{user_message}<|eot_id|><|start_header_id|>assistant<|end_header_id|>

{system_message}<|eot_id|>

Listing 2: LLaMA 3 Format, {user_message} is the message sent by the user, while {system_message}
is the model response.

Parameter Training Step

MLP Italian [talian Italian

pre-train | pre-train | instruction-tuning | long instruction-tuning

batch size 256 128 128 128
Ir le-3 le-5 le-5 le-5
vision tower Ir - 2e-6 2e-6 2e-6
Ir schedule cosine cosine cosine cosine
Ir warmup ratio 0.03 0.03 0.03 0.03
weight decay 0 0 0 0
epochs 1 1 1 500 steps
optimizer AdamW | AdamW AdamW AdamW
max length 8192 8192 8192 8192
DeepSpeed stage 3 3 3 3

Table 3
Hyperparameters used during each training step

To evaluate the models, we distinguish between two different benchmarks:

« Machine-translated state-of-the-art benchmarks: we use some of the most popular bench-
marks for evaluation of LVLMs translated to the Italian language;

 Natively Italian benchmarks: we use benchmarks that include Italian text-vision data instances
where the text is originally written in Italian.

For evaluation, we use Imms-eval® [44] a fork of Im-eval-harness*, a library for evaluation of LLMs,
but designed for LVLMs. We create custom tasks to evaluate the models on Italian datasets.

The first set of benchmarks allows us to have somewhat comparable conceptual coverage compared
to the state-of-the-art since the datasets that we consider cover the diverse skills of the models. We
provide an overview of the tasks alongside their cardinality in Table 4.

Instead, the second set of benchmarks allows us to understand if training on machine-translated data
severely affects performance. This is because these datasets are natively in the Italian language. For
this purpose we use the test sets of the previously presented MTVQA and V-EXAMS datasets, keeping
only the Italian instances of these multilingual datasets.

*https://github.com/EvolvingLMMs-Lab/lmms-eval
*https://github.com/EleutherAl/lm-evaluation-harness
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o

Italian
Pre-Train

v v v
1) o 1)

LLaMA-3 MLP CLIP VIT
Base large-patch14-336

o

Italian
Instruction-Tuning

v v v
1) 1} 1)

LLaMA-3 MLP CLIP VIT
Base large-patch14-336

Ls
ﬁ itafian Long ﬁ

Instruction-Tuning

LLaVA-NDINO ﬁ

Figure 1: Overview of the training pipeline, using LLAMA 3 BAse as LLM and CLIP VIT as vision encoder.
There are four total steps: English MLP Pre-Train, Italian Pre-Train, Italian Instruction-Tuning and ltalian
Long Instruction-Tuning. In this figure, all steps of the pipeline are applied.

To understand if our trained models excel in the Italian language, we compare our results with the
MBLIp TO [8] model, a multilingual vision-language model which includes Italian as one of the training
languages. For the evaluation metrics, in all cases we use exact match for open-ended tasks and accuracy
for closed-ended ones. The only exception is POPE for which we report the F1 score. All metrics reflect
common best practises used for the original datasets in the English language. We followed the same
evaluation design for MTVQA and V-EXAMS as well.

Analyzing the results, both our models perform better w.r.t. the baseline in all tasks. Remarkably, while
the MBLIP model performs very poorly on the MTVQA dataset, both our models show improvements.



Dataset | # Original | #IT MT | Description
Open-ended VQA dataset regarding composi-
GQA-IT 12578 ) tional questions of real-world images, specifi-
(39, 40] ’ cally regarding objects, attributes and relations
in the images.
OK-VQA Open-ended VQA dataset regarding questions
(41] 5,050 5,046 where the model needs to have external knowl-
edge in order to answer.
SEEDBENCH 18,000 2.496 Clos?d-ended VQA multipile—choicg dataset re-
[42] garding temporal and spatial questions.
Open-ended VQA dataset regarding object hal-
POPE [43] 9,000 9,000 lucination (answer is expected to be either "Yes’
or 'No’).
Open-ended VQA dataset to test the abilities of
LLAVA. the models in solving challenging tasks, thanks
BEncH [5] 60 60 to a highly-detailed and manually-curated de-
scription and a proper selection of questions for
each instance.
Table 4

Overview of all datasets machine translated to the Italian language used for evaluation. # Original and # IT MT
are the number of instances in the original dataset and in the machine-translated one respectively. For GQA-IT
we report the original cardinality

Model Datasets

GQA-IT* 1 | OK-VQA-IT 1 | SeedBench-IT 1 | POPE-IT* 1
MBLIP TO XL [8] 0.13 0.13 0.51 0.49
LLAVA-NDINO IT 0.27 0.19 0.67 0.84
LLAVA-NDINO PT + IT 0.28 0.19 0.68 0.86

Table 5

Results obtained for evaluation datasets machine translated to the Italian language. <DATASET_NAME>-IT refers
to the machine translated version of the original dataset. For GQA-IT, OK-VQA-IT and SEEDBENCH-IT the metric
is exact match, for POPE-IT the metric is AccurAcy. The 1 indicates that the greater value obtained for the metric
of that dataset the better the performance. The asterisk indicates that there is statistical significance between
the two LLAVA-NDINO model results for that dataset

However, for both LLAVA-NDINO models, average results are fairly similar regardless of the pre-training
step. In light of this, we perform statistical testing using McNemar’s test. The test reveals that for
most tasks, the p-value is greater than 0.05; therefore, there are no discernible differences between the
two setups. We believe this is due to the nature of the evaluation tasks, since the model only needs to
pick the correct option or to generate a simple word or phrase. These tasks are not useful for evaluating
the quality of the pre-train. In light of this, we will perform an additional experiment to assess the
models’ performance on longer and richer textual descriptions.

4.1.2. Instruction-tuning and Evaluation for Long Output Generation

For this step, we further train our models for long response generation. Specifically, we use data
taken from LLAVA CONVERSATION 58K extracting user question and system answer pairs to use as
single-round interactions. After extracting the single-round instances, we perform training following
the same procedure used for instruction-tuning.

We perform four different training procedures:



Source: https://www.barnorama.com/wp-content/uploads/2016/12/03-Confusing-Pictures.jpg

Short Answer Question: Quante persone ci sono in questa immagine? Rispondi brevemente.
English Translation: How many people are there in the image? Answer briefly.

LLaVA-NDiNO PT + IT Answer: 1.
English Translation: 1.

LLaVA-NDiNO PT + IT + LONG-IT Answer: C’¢ una persona in questa immagine.
English Translation: There is one person in this image.

Long Answer Question: Cosa c’é di strano in questa immagine?
English Translation: What is strange about this image?

LLaVA-NDiNO PT + IT Answer: Un uomo € seduto su una sedia a rotelle che lava i panni.
English Translation: A man is sitting in a wheelchair washing clothes.

LLaVA-NDiNO PT + IT + LONG-IT Answer: L’immagine € strana perché mostra un uomo che asciuga
le camicie mentre é in piedi sulla parte superiore di un camion giallo, che & un modo insolito e non
convenzionale per asciugare le camicie.

English Translation: The image is strange because it shows a man drying shirts while standing on top of a
yellow truck, which is an unusual and unconventional way to dry shirts.

Figure 2: Example comparing the answers of two different models to two different questions.

+ LLAVA-NDINO LONG-IT: only MLP pre-training and long instruction-tuning have been per-

formed;
+ LLAVA-NDINO PT + LONG-IT: MLP pre-training, Italian language pre-training and long Italian
language instruction-tuning have been performed,;
« LLAVA-ND1INO IT + LONG-IT: MLP pre-training, Italian language instruction-tuning and long
Italian language instruction-tuning have been performed,;

« LLAVA-NDINO PT + IT + LONG-IT: MLP pre-training, Italian language pre-training, Italian
language instruction-tuning and long Italian language instruction-tuning have been performed.
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Model Datasets

MTVQA-IT 1 | V-EXAMS-IT ©
MBLIp TO XL [8] 0.04 0.20
LLAVA-NDINO IT 0.15 0.25
LLAVA-NDINO PT + IT 0.17 0.24

Table 6

Results obtained for evaluation datasets natively in Italian language. <DATASET_NAME>-IT refers to the filtered
version of the original multilingual dataset containing only Italian instances. For both MTVQA and V-EXAMS
the metric is exact match. The 1 indicates that the greater value obtained for the metric of that dataset the better
the performance

Model Datasets
LLaVA-Bench-IT | | MTVQA-IT |

LLAVA-NDINO IT 10.22 81.10
LLAVA-NDINO PT +IT 9.53 62.92
LLAVA-NDINO LONG-IT 4.49 138.68
LLAVA-NDINO PT + LONG-IT 4.29 119.13
LLAVA-NDINO IT + LONG-IT 491 121.77
LLAVA-NDINO PT + IT + LONG-IT 4.76 107.91

Table 7

Results obtained for Perplexity evaluation of the models. <DATASET_NAME>-IT refers to the machine translated
version of the original dataset for LLAVA-BENCH and to the filtered version with only Italian instances for
MTVQA-IT. | indicates that the lesser value obtained for the metric of that dataset the better the performance.
In cases with ¢, Perplexity was always greater than the fixed threshold.

To evaluate the quality of long output generation, we use both the LLAVA-BENCH and the MTVQA
datasets. LLAVA-BENCH is selected for its inclusion of GPT-4V responses, allowing us to evaluate models
on long and descriptive answers. Meanwhile, MTVQA is used to extend the previous evaluation on
instruction-tuned models.

In this case, we use Perplexity as metric, to understand how certain a model is of the actual answer.
The question-answer pairs of the datasets are formatted using the previously presented prompts LLAMA
3 instruct format. We compute the perplexity of the model on the expected answer only, but conditioned
on the context of the question (that is, the loss is only computed on the answer tokens). Instances where
the Perplexity exceeds 1,000 are treated as outliers and skipped. We expect models trained on multiple
steps to have an overall lower degree of Perplexity. The results of this evaluation step, shown in Table
7, align with the expectations: models subjected to long instruction-tuning have better performance on
LLAVA-BENCH, while instruction-tuned models perform better on MTVQA. Furthermore, while in the
previous evaluation step there were no significant differences on the MTVQA dataset, we can assess in
these results that the instruction-tuned models have learned a different language distribution. This is
important since using a generation strategy different from greedy decoding can lead to notably different
outputs.

Finally, we showcase two different examples to further illustrate the difference between models
trained on long output generation and others. In Figure 2, we compare two of our models on answering
two different questions (one expecting a short answer while the other a long one) for the same image.

5. Conclusions

We introduce and release a family of LMMs trained for the Italian language. Specifically, we train the
models considering three different possible steps: Italian adaptation, Italian instruction-tuning and Italian
instruction-tuning for long responses. To train the models, we collect a large collection of state-of-the-art



datasets for the English language. Specifically, THE CAULDRON and LLAVA CONVERSATION 58K for
instruction-tuning and GQA, OK-VQA, SEEpBENCH, POPE and LLAVA-BENCcH for evaluation. These
datasets are then translated using MADLAD, one of the most recent neural machine translation models.
We also collect natively Italian data to boost the quality of both training and evaluation. Specifically, we
collect MTVQA and V-EXAMS for both instruction-tuning and evaluation, as well as a rich pre-training
corpus consisting of image-text pairs from W1T and MULTIEURLEX.

We train several models on different possible configurations, that is multiple train steps using different
datasets. An extensive evaluation procedure compared our results with a popular multilingual and
multimodal model that is, MBL1p. Results are promising against the baseline, but we noticed that for
most tasks there were no significant differences on the results of the instruction-tuned models. However,
we find relevant differences when evaluating the models using Perplexity.

As future works, we plan to investigate the performance difference between a model instruction-tuned
for both short and long answer generation in Italian at the same time w.r.t. proposed pipeline. We
also aim to study conversational multi-round multimodal models since, in this work, we focused on
single-round conversations.
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