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Abstract
Despite the remarkable success recently obtained by Large Language Models, a significant gap in performance still exists when

dealing with low-resource languages which are often poorly supported by off-the-shelf models. In this work we focus on Fassa

Ladin, a Rhaeto-Romance linguistic variety spoken by less than ten thousand people in the Dolomitic regions, and set to build

the first bidirectional Machine Translation system supporting Italian, English, and Fassa Ladin. To this end, we collected a

small though representative corpus compounding 1135 parallel sentences in these three languages, and spanning five domains.

We evaluated several models including the open (Meta AI’s No Language Left Behind, NLLB-200) and commercial (OpenAI’s

gpt-4o) state-of-the-art, and indeed found that both obtain unsatisfactory performance. We therefore proceeded to fine-tune

the NLLB-200 model on the data collected, using different approaches. We report a comparative analysis of the results

obtained, showing that 1) jointly training for multilingual translation (Ladin-Italian and Ladin-English) significantly improves

the performance, and 2) knowledge-transfer is highly effective (e.g., leveraging similarities between Ladin and Friulian),

highlighting the importance of targeted data collection and model adaptation in the context of low-resource/endangered

languages for which little textual data is available.

Keywords
Machine Translation, Low Resource Languages, Dialects, Ladin

1. Introduction
The growing scale of Large Language Models, based on

the Transformer architecture, has led to models with

surprising capabilities in a number of tasks, including

Machine Translation (MT). However, most of the NLP

community effort is focused on high-resource standard-

ized languages, leaving behind the vast majority of local

under-resourced languages. Recent works have demon-

strated the utility of creating language-specific datasets

for MT [1] and the effectiveness of relatively small quan-

tities of high-quality translation data to teach a new lan-

guage to pre-trained LLMs [2, 3]. To date, little work has

addressed the Ladin language: even the most recent mod-

els that have included a great number of languages have

not been trained with Ladin data [4], due to the scarcity of

freely available parallel corpora (to our knowledge, only

the OPUS corpora [5]), which are also poorly curated –
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e.g., wrong translations or mixed up Ladin varieties.
1

Further, previous works have mainly focused on the

two South Tyrolean varieties, Gherdëina and Badiot [6]:

despite having a standardized written form and being

officially recognized as a minority language, the Fassa

variety (Fascian) has been mostly overlooked [7], while

its speakers rightfully expect access to the same digital

tools available for other languages [8].

We introduce the first dataset of parallel Fassa Ladin-

Italian-English sentences, spanning over multiple do-

mains: literature, news, laws, brochures, and game rules.

We evaluate several out-of-the-box translation systems,

including the open (Meta AI’s No Language Left Behind,

NLLB-200) and commercial (OpenAI’s gpt-4o) state-of-

the-art models, and experiment with both zero-shot pivot-

based and multilingual strategies to obtain satisfactory

performances in bidirectional translation between Fassa

Ladin and Italian/English. Figure 1 provides a schematic

overview of our experiments, which are thoroughly de-

scribed in Section 4.

Our results show how the collection of small quantities

of parallel data is very effective in ‘adding’ support for

a previously unsupported language to existing state-of-

the-art models. More specifically, we find that the NLLB-

200 model fine-tuned using a multilingual strategy can

outperform even the most capable commercial LLMs (e.g.,

OpenAI gpt-4o).

For reproducibility purposes, we make the dataset and

1
See Appendix A.
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Figure 1: Our experimental setting: from the collected parallel corpora of Fassa Ladin, Italian and English we obtain training
and validation data, along with both in-domain (ID) and out-of-domain (OOD) test sets; we evaluate 4 approaches: (1) use
pretrained machine translation models treating the lld input as either Italian (it), French (fra) or Friulian (fur); (2) fine-tune
NLLB-200 on the 𝑙𝑙𝑑 ⇄ 𝑒𝑛 translation task, using Friulian as starting point; (3) fine-tune NLLB-200 on both 𝑙𝑙𝑑 ⇄ 𝑒𝑛 and
𝑙𝑙𝑑 ⇄ 𝑖𝑡; (4) zero-shot translation with gpt-4o.

code publicly available.
2

2. Linguistic background
Ladin

3

(ISO 639-3 code: lld) is a Rhaeto-Romance lan-

guage. It has numerous varieties, each one spoken in

a different valley: Anpezan (Cortina d’Ampezzo), Ba-
diot (Badia Valley), Fascian (Fassa Valley), Fodom and

Col (Upper Cordevole Valley), and Gherdëina (Gardena

Valley) [9]. This paper focuses on Fassa Ladin, which is

spoken by approximately 8000 people and is further di-

vided in three local varieties: Cazét (upper valey), Brach
(lower valley), and Moenat (Moena). However, a standard

variety for Fassa Ladin (named Ladin fascian) was estab-

lished in 1999 and is currently used in official contexts;

this is the variety considered in our work.

From a linguistic standpoint, Fassa Ladin is related to

Italian. It also shares some linguistic phenomena with

French, as the fronting of Latin /a/ to /E/, e.g., pater >

fr. and lad. père (notice that both Ladin and French are

Western Romance languages). Ladin is closely related

also to Friulian, another Rhaeto-Romance language [9].

For these reasons we will consider Italian, French and

Friulian for our experiments. We report in Table 1 an

example of a sentence in Ladin, Italian and English.

3. Data
We built the first Fassa Ladin-Italian-English parallel cor-

pus drawing from multiple resources in 5 domains: liter-

2
https://github.com/jo-valer/machine-translation-ladin-fascian

3
The term ‘Ladin’ can refer to multiple languages. In this paper we

use it only in reference to the Ladin of the Dolomites, spoken in the

so called Ladinia brissino-tirolese, across the provinces of Trento,

Bolzano, and Belluno.

Ladin L porta dant azions per didèr dò la medema
oportunità anter eles e ic.

Italian Promuove azioni per favorire pari opportu-
nità tra donne e uomini.

English It promotes actions to foster equal oppor-
tunities between women and men.

Table 1
Parallel Ladin/Italian/English sample.

ature, news, games, laws, and brochures. The literature

subset is an excerpt of a collection of poems and stories

by Galante et al. [10].

News are sourced from the Province of Trento press

office releases
4

and from social networks’ news.
5

The

games subset contains parallel sentences from an online

game.
6

Laws come from the Statuto del Comune di Moena
(Statute of the Municipality of Moena)

7

and the Statuto
del Comun general de Fascia (Statute of the ‘Comun gen-

eral de Fascia’).
8

Finally, the brochures subset consists in

promotional documents for tourists.
9

The latter exhibits

distinct linguistic characteristics, and is characterized by

poorly aligned sentences and more ‘creative’ translations;

an example is provided in Table 2.

Thus, we used it for out-of-domain testing (see Sec-

tion 4.3.1). The dataset compounds to 1135 parallel sen-

tences, unevenly distributed across domains (see Table 3).

4
https://www.ufficiostampa.provincia.tn.it/

5
https://www.facebook.com/UalUnionAutonomistaLadina/

6
http://avventuresuimontipallidi.it/

7
https://it.wikisource.org/wiki/Comun_de_Moena_-_Statut

8
https://www.consiglio.provincia.tn.it/_layouts/15/dispatcher/doc_

dispatcher.aspx?app=clex&at_id=21177

9
https://www.giornaletrentino.it/cronaca/fiemme-e-fassa/il-libro-

sui-ladini-di-fascia-spacca-presto-altre-4-mila-copie-1.2242774
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en: Especially in winter, when work in the fields was less intense.

it: Questi riti venivano celebrati soprattutto in inverno, quando il lavoro nei campi era meno intenso.
(These rites were celebrated mainly in winter, when work in the fields was less intense.)

lld: Soraldut via per l’invern, ajache zacan l’era na sajon de paussa dal lurier te ciamp.
(Especially during the winter, as it used to be a season of respite from work in the field.)

Table 2
An example of poorly aligned sentences from the brochures subset of our dataset. English translations for it and lld are
provided in italic.

Subset Orig. lang. Sentences

Laws lld, it 742 65.4%
Games lld, it, en 150 13.2%
Literature lld, it, en 144 12.7%
News lld, it 42 3.7%
Brochures lld, it, en 57 5.0%

Total 1135 100%

Table 3
Domain distribution of sentences in our collected dataset.

When English translations were not available we used

DeepL
10

to translate Italian into English.

4. Models and Methods
In our experiments we used the following machine trans-

lation model families:

• OPUS-MT, which provides unidirectional bilin-

gual models [11];
11

• M2M-100, a Many-to-Many multilingual model

that can translate directly between any pair of

100 languages [12];

• NLLB-200, Meta AI’s successor of M2M-100, sup-

porting 200 languages [4];

• gpt-4o, the closed-source, state-of-the-art,

general-purpose, instruction-tuned, multilin-

gual model developed and commercialized by

OpenAI.
12

More implementation details are in Appendix C.

4.1. Experimental Setup
For model evaluation and validation, we prepare two

held-out corpora, each of 108 aligned sentences (∼ 10%
of the in-domain corpus), randomly sampled from all

resources; the brochures subset was excluded from the

10
https://www.deepl.com/

11
https://huggingface.co/Helsinki-NLP/opus-mt-it-en

12
The prompting strategy used for gpt-4o is presented in Appendix

B.

training/evaluation splits and held out for out-of-domain

evaluation (see Section 4.3.1). Three automatic evaluation

metrics were used:

• BLEU [13], a commonly used metric based on

lexical overlaps;
13

• chrF++ [14], based on character n-gram precision

and recall enhanced with word n-grams;
13

• BERTscore [15], which uses a pretrained model

(in our case, Multilingual BERT [16]) to compute

pairwise token-level similarity scores between

candidate and reference sentences.
14

We chose BLEU and chrF++ metrics in line with previous

work by Haberland et al. [1]. Although Multilingual

BERT does not explicitly support the Ladin language, we

assessed during preliminary analyses its alignment with

human similarity judgments on Ladin sentences. For this

reason we include it as reference for future work.

4.2. Preliminary Experiments
Firstly, we evaluate the performance of the pre-trained

models in translating between Italian and English (𝑖𝑡 →
𝑒𝑛 and 𝑒𝑛 → 𝑖𝑡), in order to have a reference for subse-

quent experiments. The evaluation is performed using

our in-domain test set. We also evaluate the performance

of the models to translate from Ladin to English, either

considering Ladin sentences as if they were written in

Italian, French, or Friulian. Such test allows us to have

a measure of how much a given model is ‘prepared’ to

transfer knowledge across these languages. NLLB-200 is

the only model pre-trained with Friulian data, thus com-

paring models with this language is not possible. Never-

theless, this preliminary experiment is a viable way to

investigate which language has the highest similarity to

Ladin from the model’s perspective.

Preliminary Results The results presented in Table 4

show how M2M-100 has lower scores for all metrics, and

suggest that the best model for our experiments is NLLB-

200; for this reason in the following we will consider

13
https://github.com/mjpost/sacrebleu

14
https://github.com/Tiiiger/bert_score
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Task Model BLEU chrF++ BERTScore

𝑖𝑡 → 𝑒𝑛
OPUS-MT 55.61 73.60 91.68
M2M-100 44.18 66.39 88.40
NLLB-200 52.93 70.65 90.33

𝑒𝑛 → 𝑖𝑡
OPUS-MT 44.35 67.67 91.33
M2M-100 32.40 59.06 87.24
NLLB-200 40.13 64.51 89.48

𝑙𝑙𝑑𝑖𝑡𝑎 → 𝑒𝑛
OPUS-MT 3.90 25.73 68.92
M2M-100 4.84 28.81 68.52
NLLB-200 18.52 43.83 80.05

𝑙𝑙𝑑𝑓𝑟𝑎 → 𝑒𝑛
M2M-100 3.06 24.24 69.17
NLLB-200 13.32 39.13 78.03

𝑙𝑙𝑑𝑓𝑢𝑟 → 𝑒𝑛 NLLB-200 21.76 46.76 81.74

Table 4
Performance of the pre-trained models on different translation
tasks, where 𝑙𝑙𝑑𝑖𝑡𝑎, 𝑙𝑙𝑑𝑓𝑟𝑎 and 𝑙𝑙𝑑𝑓𝑢𝑟 identify texts in Ladin,
but presented to the model as if they were in Italian, French
and Friulian, respectively.

this model only. We can notice a lower performance in

𝑒𝑛 → 𝑖𝑡, compared to 𝑖𝑡 → 𝑒𝑛, according to the un-

trained metrics; BERTscore provides instead comparable

verdicts for the two tasks. This is an important finding

and has to be recalled when evaluating subsequent exper-

iments. Moreover, Friulian proves to be the most promis-

ing language for our fine-tuning purposes, even though

Italian has good scores (BLEU score 21.76 vs. 18.52).

4.3. Transfer Learning Experiments
The training set consists of 862 parallel Fassa Ladin-

Italian-English sentences (i.e., those remaining of the

original 1135 sentences after excluding 108 for validation,

108 for in-domain test and 57 for out-of-domain test). As

Ladin is not included in the pre-trained NLLB-200 model,

we assign it the language code of Friulian, to leverage the

similarities between these two languages. In this work

we use our dataset for model fine-tuning, a relatively

affordable strategy in terms of computational costs.
15

We

experiment with the following approaches to add Fassa

Ladin to the NLLB-200 model:

Zero-shot Pivot-based Transfer Learning We fine-

tune the model to only translate from English to Ladin

(and viceversa), thus ignoring the Italian data. The pivot-

based approach has proven to be effective for several

languages [18]. We adopt a zero-shot pivot-based ap-

proach, meaning we do not fine-tune the model to per-

form 𝑖𝑡 ⇄ 𝑒𝑛, as we assume not to have the data: we

15
Nonetheless, the increasing input context length of current LLMs

allows for using many-shot in-context learning approach as shown

in the concurrent work of Agarwal et al. [17], which we leave to

future works.

investigate if such model performs well in 𝑖𝑡 → 𝑙𝑙𝑑 even

though it is not trained with Italian-Ladin pairs. We refer

to the model fine-tuned with this approach as ‘NLLB-

pivot’.

Multilingual Translation We fine-tune the model for

joint Ladin-Italian and Ladin-English bidirectional trans-

lation. Each batch includes a randomly selected pair of

languages, in a single direction. We refer to the model

fine-tuned with this approach as ‘NLLB-multi’.

4.3.1. Transfer Learning Across Domains

We evaluated the model ability to generalize in different

domains by testing it on our out-of-domain test set: the

brochures subset (excluded from the training set) com-

pounding to ∼ 5% of the sentences in our entire dataset.

4.3.2. Forgetting of Previous Knowledge

Finally, we investigate whether the fine-tuned models

suffer a performance drop in translating Italian to En-

glish (and vice versa), thus exploring if we encounter

catastrophic forgetting [19]. We re-evaluate the models

on our test set, and compare the results with the scores

obtained in the preliminary experiments.

5. Results
The performances obtained by the fine-tuned models, for

each translation task and for each test set, are reported

in Table 5. As a strong baseline, we used gpt-4o.

5.1. Fine-tuning Approaches
The results show that both fine-tuning approaches are ef-

fective in adding Fassa Ladin to the pre-trained NLLB-200

model, increasing the BLEU score baseline of 𝑙𝑙𝑑𝑓𝑢𝑟 →
𝑒𝑛 from 21.76 to 40+, and outperforming gpt-4o (28.19).

The two approaches achieve also similar results in 𝑒𝑛 →
𝑙𝑙𝑑. Table 6 provides some examples of translated sen-

tences.

We do not observe consistently higher scores by us-

ing the zero-shot pivot-based transfer learning approach.

This might be due to the little amount of data used for

fine-tuning, so that training also with Italian-Ladin par-

allel sentences helps by providing more data and higher

diversity. Since we fixed the number of training steps for

NLLB-pivot and NLLB-multi, the NLLB-multi model has

seen about half of the Ladin-English batches compared

to NLLB-pivot (the other half being Ladin-Italian).

This suggests that the multilingual translation ap-

proach might be preferable in the context of endangered

languages for which little data is available, since it acts

as a regularization method during training.



in-domain test out-of-domain test
Task Model BLEU chrF++ BERTScore BLEU chrF++ BERTScore

𝑙𝑙𝑑 → 𝑒𝑛
gpt-4o 28.19 53.86 85.09 26.48 50.51 86.40
NLLB-pivot 41.08 62.68 88.00 21.69 44.42 82.95
NLLB-multi 40.17 62.11 87.82 21.70 44.34 82.86

𝑒𝑛 → 𝑙𝑙𝑑
gpt-4o 6.53 32.09 73.85 5.49 29.60 73.13
NLLB-pivot 31.88 56.16 82.95 12.61 38.97 76.68
NLLB-multi 32.23 56.09 82.44 10.57 38.05 76.68

𝑙𝑙𝑑 → 𝑖𝑡
gpt-4o 33.65 59.97 87.28 29.10 52.08 86.13
NLLB-pivot 9.55 37.92 77.88 7.89 32.44 77.89
NLLB-multi 42.71 65.35 88.99 20.29 44.94 82.35

𝑖𝑡 → 𝑙𝑙𝑑
gpt-4o 8.81 36.51 75.41 5.54 31.55 74.08
NLLB-pivot 33.79 57.89 83.37 15.00 40.91 77.92
NLLB-multi 39.75 62.04 84.88 15.97 41.23 78.10

Table 5
In-domain and Out-of-domain performances of gpt-4o and the models fine-tuned on our dataset, using Friulian as starting
point.

English GT Ladin MT Ladin BLEU chrF++ BERTScore

The national commu-
nication campaign on
the Electronic Health
Record 2.0 also starts in
the province of Trento

Ence te la provinzia de
Trent pea via la cam-
pagna nazionèla de comu-
nicazion sul Fascicol San-
itèr Eletronich 2.0

Ence te la provinzia de Trent
pea via la campagna de comu-
nicazion nazionèla su l Fas-
cicol Sanitèr Eletronich 2.0.

62.44 90.22 93.87

The municipal council
must adopt rules of pro-
cedure governing its
functioning.

L Consei de Comun
cogn se dèr n regolament
che disciplinee so fun-
zionament.

L Consei de Comun cogn
aproèr l regolament per so

funzionament.

36.96 60.82 86.25

He has an iron stom-
ach.

L’à n stomech de fer
acialinà.

El à n stamp de fer

acialà .

13.13 42.18 85.50

Table 6
Examples of English sentences translated to Fassa Ladin using NLLB-multi, sorted by scores. We highlight the words of the
machine translated (MT) sentences that differ from the ground truth (GT, whose corresponding words are underlined) using
colors: completely wrong , imprecise but acceptable , substantially correct .

Turning to gpt-4o performances, it proves to better

perform in 𝑙𝑙𝑑 → 𝑖𝑡 task than 𝑙𝑙𝑑 → 𝑒𝑛. Its scores

are lower compared to our models, but the most signifi-

cant finding is that it cannot generate text in Fassa Ladin

(𝑖𝑡/𝑒𝑛 → 𝑙𝑙𝑑). NLLB-multi performance in 𝑖𝑡 → 𝑙𝑙𝑑 is

much higher than 𝑒𝑛 → 𝑙𝑙𝑑 (BLEU score 39.75 vs. 32.23),

a finding calls for further analysis, left to future works, to

be interpreted. We also observe NLLB-pivot performing

poorly in 𝑙𝑙𝑑 → 𝑖𝑡, but not in 𝑖𝑡 → 𝑙𝑙𝑑. The zero-shot
pivot-based approach appears to work in only one direc-

tion, a behavior we discuss in Section 5.3.

5.2. Domain Transfer
Unsurprisingly, a relatively lower performance on the

out-of-domain test set is observed, since the original data

presents less literal translations. As a consequence, the

metrics matching the model output against the ground

truth tend to lower scores. Still, especially for 𝑙𝑙𝑑 →
𝑒𝑛, both NLLB-based models produce acceptable out-

of-domain translations (BLEU scores 21+). The strong

out-of-domain performance of gpt-4o, better than our

models in understanding out-of-domain Ladin (𝑙𝑙𝑑 →
𝑖𝑡/𝑒𝑛), shows how the scarcity of fine-tuning data, and its

lack of linguistic diversity, has a negative impact on our

models’ performance. Another interpretation concerns

the robustness of gpt-4o in handling grammatical errors:

implicitly casting the source 𝑙𝑙𝑑 sentences to another

similar language, known by the model, and then correctly

translating into the 𝑒𝑛/𝑖𝑡 targets (e.g., treating Ladin

words as if they were misspelled Italian words).



ΔBLEU
Model 𝑖𝑡 → 𝑒𝑛 𝑒𝑛 → 𝑖𝑡

NLLB-200 52.93 40.13
NLLB-pivot (Δ) 54.71 (+1.78) 7.72 (−32.41)
NLLB-multi (Δ) 52.95 (+0.02) 43.80 (+3.67)

Table 7
Performance shift of the fine-tuned models compared to the
pre-trained NLLB-200 model (see Table 4), measured as BLEU
score difference in Italian-to-English and English-to-Italian
translation.

This would also explain the poor results when trans-

lating from 𝑒𝑛/𝑖𝑡 to 𝑙𝑙𝑑.

5.3. Forgetting of Previous Knowledge
Finally, we present the performance shift in 𝑖𝑡 → 𝑒𝑛 and

𝑒𝑛 → 𝑖𝑡 of our fine-tuned models compared to the pre-

trained NLLB-200 (Table 7). The idea is to evaluate the

catastrophic forgetting phenomenon [20] after adding

Fassa Ladin to the model, via the difference in BLEU

scores. NLLB-multi produces slightly better translations

after fine-tuning: this is expected, as it is better fitted to

our domain. NLLB-pivot, however, has a strong drop in

𝑒𝑛 → 𝑖𝑡 (−32.41), but not in 𝑖𝑡 → 𝑒𝑛 (+1.78).

This suggests that after fine-tuning the model’s en-

coder retained the ability to handle Italian inputs, while

the decoder ‘forgets’ how to generate Italian outputs.

This also explains the NLLB-pivot low performance in

𝑙𝑙𝑑 → 𝑖𝑡, but relatively high scores in 𝑖𝑡 → 𝑙𝑙𝑑.

The problem of ‘forgetting’ can be mitigated by using

English-Italian sentence pairs during fine-tuning.

6. Limitations
A major limitation of this work consists in the little

amount of data used for fine-tuning, and its lack of lin-

guistic variety (most of the sentences are drawn from

laws). This has a considerable impact on our MT model,

which struggles on out-of-domain translations.

In general, as suggested by Ramponi [8], it would be

important to assess the needs of the local community,

in order to focus the efforts towards the most useful

domains of application.

7. Conclusions
In this work, we show that it is possible to add a specific

language variety to a pre-trained MT model using little

amount of data for fine-tuning (fewer than 900 parallel

sentences). To add Fassa Ladin, we fine-tune the model

using as starting point a similar language included in

NLLB-200: Friulian.

This approach significantly improves the performance.

Moreover, in such condition, fine-tuning with parallel

sentences in more than two languages proves to help

regularization and to improve translations, with respect

to a zero-shot pivot-based transfer learning approach.

Future work includes extending the dataset with new

resources and domains, improving the alignment quality,

and including human evaluation of translation quality.

Adding data from other Ladin varieties might be a viable

solution to improve the low performance caused by un-

known words. Moreover, experimenting with translated

words from vocabulary entries could be beneficial for

Fassa Ladin, a language variety that has scarce parallel

data but various publicly accessible vocabularies.
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Dataset Italian Ladin

Wikipedia Sono usciti complessivamente tre numeri. Ie la prima plata ladina[1].
A total of three issues were released. It’s the first ladin page[1].

QED E gli uomini delà , Meli esponilo Holly mise San ,
in estat’ teston’

Si te serf demò la lum canche la se n va , te mencia
l soreie demò canche l taca a fiochèr

And the men delà , Meli expose it Holly put San , in
estat’ teston’ (sic)

If you only need light when it goes out , you only miss
the sun when it starts snowing

Table 8
Two examples of non-aligned sentences from the OPUS corpora. English translations for it and lld are provided in italic.

A. Previous Ladin corpora
Three datasets from the OPUS corpora, namely

Wikipedia, QED, and Ubuntu, contain parallel Ladin-

Italian data. Unfortunately, none of these provide in-

formation about the Language variety of the sentences

(e.g., the ones mentioned in Section 2). Some of them also

present non-aligned sentences (see examples in Table 8).

B. Prompt for gpt-4o
Figure 2 shows the prompt used for the translation task

with gpt-4o, presented in Section 4.

###INTRODUCTION###
You are a expert translator specialized in
low-resource languages and dialects.
Your core competence is bidirectional translation
between italian (IT), english (EN), and fassa
ladin (LLD) languages.

###INSTRUCTIONS###

You will be provided with information on the

source language (SOURCE_LANG), a textual input

(SOURCE_TEXT), and a target language (TARGET_LANG).

Your task is to accurately translate SOURCE_TEXT

from language SOURCE_LANG to language TARGET_LANG,

producing TARGET_TEXT.

Your output is a JSON file with exactly the

following schema:

{

“SOURCE_LANG": str, \\the value of SOURCE_LANG.

“TARGET_LANG": str, \\the value of TARGET_LANG.

“TARGET_TEXT": str, \\the translation output.

}

Figure 2: Prompt used for gpt-4o.

C. Implementation details
All experiments were conducted on Google Colab

16

using

a single NVIDIA T4 15GB GPU; the fine-tuning process

16
https://colab.google.com

required approximately 1 hour.

We fine-tune the NLLB-200’s distilled 600M variant
17

using the Adafactor optimizer [21], with a learning rate

of 1.5 · 10−4
and 500 warm-up iterations.

18

We use a

batch size of 16 sentences.

17
https://huggingface.co/facebook/nllb-200-distilled-600M

18
https://github.com/adaptNMT/adaptMLLM

https://colab.google.com
https://huggingface.co/facebook/nllb-200-distilled-600M
https://github.com/adaptNMT/adaptMLLM
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