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Abstract
Lexical Semantic Change Detection (LSCD) is the task of determining whether a word has undergone a change in meaning
over time. There has been a marked increase in interest in this task, accompanied by a corresponding growth in the scientific
community involved in developing computational approaches to semantic change. In recent years, a number of resources
have been made available for the evaluation of LSC models in a number of languages, including English, Swedish, German,
Latin, Russian and Chinese. DIACR-ITA is the only existing resource for LSCD in Italian. However, DIACR-ITA has a different
format from that used for other languages. In this paper, we present DWUGs-IT, which extends the DIACR-ITA dataset with
additional target words and usage-sense pair annotations and adapts it to the DURel format, including the first implementation
of a LSCD graded task for Italian.
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1. Introduction
As is the case with both society and culture, language
is subject to change over time. Two key factors cause
such linguistic change. Firstly, there are purely evolu-
tionary and linguistic considerations driven by the need
for more efficient communication [1]. One example of
this is the use of abbreviations and acronyms, such as
LOL (Laughing Out Loud), which have become common-
place on social media platforms. Secondly, changes in
society and culture lead to changes in language. This can
be seen, for example, in the adoption of a more inclu-
sive language, as evidenced by grammatically gendered
languages, including Italian and the introduction of @ to
replace masculine and feminine endings [2].

Language may undergo alteration at various levels,
including morphological, syntactic, and semantic. Se-
mantic change concerns the alteration of the meaning
of words over time. The study of semantic change is a
prominent area of research in Historical Linguistics, with
the aim of investigating the linguistic mechanisms that
characterize the change and the causes that trigger it. For
instance, Blank [3] provides a broad study on the charac-
terization of semantic change, identifying a number of
different types of change, including metaphor, metonymy,
generalization, specialization, co-hyponym transfer and
auto-antonym. The English word bad, for example, has
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acquired an auto-antonym meaning, i.e. a meaning that
is the opposite of its original meaning. In addition to its
original connotation of poor quality or negative, it has
also acquired the opposite connotation of good or cool.
The term meat has undergone a process of specialization
in its meaning, whereby it has shifted from referring to
any kind of food in general to exclusively denoting the
meat of animals consumed as food.

While traditional linguistic methods are informative,
they are often based on small, carefully curated sam-
ples. In contrast, linguistic analyses using computational
models not only accelerate our understanding of lan-
guage change but also provide broader and more detailed
insights, thereby facilitating the study of vast corpora
across a wider range of genres and time [4, 5].

From a computational perspective, two key challenges
emerge in the study of semantic change: the modelling
of word meanings over time and the detection of
change [6, 7]. At the synchronic level, ignoring the
temporal dimension with a focus on modern corpora,
the Natural Language Processing community has made
significant strides in modelling word meanings, with ap-
proaches such as Word Sense Disambiguation (WSD)
[8] playing a pivotal role. Computational modelling of
semantic change introduces a significant level of com-
plexity, as it necessitates the handling of meanings that
are either extinct or novel in comparison to existing lexi-
cographic resources, such as WordNet, as well as dynam-
ically changing meaning representations.

In recent years, great efforts have been made to ad-
vance the field of computational methods for Lexical
Semantic Change Detection. With initiatives such as
the Workshop on Computational Approaches to Histor-
ical Language Change [9] promoting research in this
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field or shared tasks such as SemEval 2020 Task 1 [10],
RuShiftEval [11], DIACR-ITA [12], or LSCD Discovery
[13] leading to the development of the first evaluation re-
sources. DIACR-Ita, hosted in EVALITA 2020 [14], is the
first shared task specifically created for the evaluation
of models for Lexical Semantic Change in Italian. The
majority of the evaluation resources follow a two-task ap-
proach: (1) a binary task, which requires the assignment
of a word to either the changed or stable label, based on
whether the word has undergone a change in meaning
or not; and (2) a graded (ranking) task, which requires
the sorting of words based on the extent of their change
(over time). These labels are assigned on the basis of
human-annotated data, typically in the form of a graded
word-in-context task.

DIACR-Ita, however, diverges from the evaluation pro-
cess employed in SemEval 2020 Task 1, RushiftEval and
several other datasets that emerged subsequently. This
results in a distinct configuration of the task and the re-
leased data. For example, DIACR-Ita only has a binary
task but does not include a graded task. Moreover, only
the target words with their gold truth labels were made
available for the shared task, while the remaining data
produced during the annotation process were not. In this
paper,

1. we release DWUGs-IT 1, a new dataset for Lexical
Semantic Change Detection for Italian, which:

• extends the original DIACR-ITA with 12
new words;

• provides sense-annotated usages with
the respective sense labels

• standardizes DIACR-ITA providing the
data in the DURel format [15, 16, 17]

• introduces the first LSC graded task for
Italian

2. we evaluate DWUGs-IT using XL-LEXEME[18],
the state-of-the-art model for Lexical Semantic
Change Detection [19]

2. Related Work
DURel [15] is a framework for the annotation of Lexical
Semantic Change across a pair of time periods or corpora.
The annotation involves human labelling of pairs of sen-
tences containing the target word. The sentences can be
contemporary, i.e. originating from the same time period,
or diachronic, denoting a divergence in time between
the two periods under consideration. An annotator has
to decide whether the meaning expressed by the word
in the two sentences is Unrelated (1), Distantly Related

1DWUGs-IT is available on Zenodo https://zenodo.org/records/
13941618.

(2), Closely Related (3) or Identical (4). The scale of se-
mantic relatedness is derived from the cognitive model
proposed by Blank [20] and corresponds to the values of
Homonymy (1), Polysemy (2), Context Variance (3) and
Identity (4).

The annotations are then presented in the form of a
graph, specifically a Word Usage Graph (WUGs) or a Di-
achronic Word Usage Graph (DWUGs) [21] in cases
where the usages originate from different time periods. In
these graphs, the nodes correspond to the word uses and
the edges correspond to the median of the annotations.
The diachronic graph is then subjected to clustering in
order to identify the senses. Before clustering, a new
graph is created by binarizing the edges, where an edge
between two uses is established if the score of the origi-
nal edge weight is less than 2.5, or in other words if the
average annotation for this pair of uses is less than 2.5.
Since the graph typically exhibits considerable sparsity,
which limits the applicability of conventional clustering
algorithms, a variation of the correlation clustering al-
gorithm [22] is typically used, as it is able to model this
type of sparsely connected graph.

Once the (diachronic) clusters have been obtained, they
can be considered to represent the senses. The distribu-
tion of the usages from different time periods in each
cluster (sense) is then analyzed to obtain a change score.
For instance, one can determine a graded change score
by computing the Jensen-Shannon Distance (JSD) on the
probability distributions of senses across various time
periods. This is expressed as√︂

𝐷(𝑃 ||𝑀) +𝐷(𝑄 ||𝑀)

2

where 𝑃 and 𝑄 represent the probability distributions of
clusters from different historical periods, 𝐷 denotes the
Kullback-Leibler divergence, and 𝑀 = (𝑃+𝑄)

2
[23, 24].

Furthermore, a binary label can be obtained, whereby
words that have undergone a change in meaning over
time are assigned a changed label (words that have
gained/lost a sense), while words that have retained their
meaning are labelled stable. The label is typically as-
signed by evaluating the frequency of senses in different
time periods and establishing thresholds to distinguish
stable and changed words.

Datasets based on DURel SemEval 2020 Task 1 [10]
is the first initiative to standardize the evaluation of com-
putational approaches to semantic change. SemEval 2020
Task 1 focuses on English, German, Swedish and Latin
and proposes a common evaluation framework with two
tasks: classifying target words as those whose meaning
has changed or remained stable, and ranking words ac-
cording to their degree of change. Special attention is
given to Latin due to the lack of native speakers. There-
fore, in the annotation of the Latin dataset, usage-sense
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pairs are considered rather than usage-usage pairs, and
the annotator is asked to decide how related the consid-
ered usage is to a particular sense, using the DURel scale
from Unrelated to Identical. RuShiftEval [11] aimed to
detect semantic shifts in Russian across pre-Soviet, So-
viet, and post-Soviet periods. The dataset included 111
Russian nouns, with participants ranking them by their
degree of change (using the COMPARE measure [15], an
approximation of the JSD). The task focused on ranking
changes, with evaluations based on Spearman rank cor-
relations. LSC Discovery [13] focused on detecting and
discovering semantic changes in Spanish. It is divided
into Graded Change Discovery and Binary Change De-
tection. The task required evaluations for all vocabulary
words in the corpus, covering periods from 1810-1906
and 1994-2020. NorDiaChange [25] studied diachronic
semantic change in Norwegian. The dataset included
80 nouns reflecting significant historical periods, such
as pre- and post-war events and technological advances.
ZhShiftEval [26, 27] assessed semantic change in Chinese
over 50 years, focusing on the period around Reform and
Opening Up. The dataset used texts from the People’s
Daily and included 20 words chosen for their frequency
and noted changes.

3. DIACR-ITA
The DIACR-ITA annotation was conducted on word us-
ages extracted from L’Unità corpus [28]. L’Unità corpus
comprises a collection of Italian texts extracted from the
newspaper L’Unità. In order to evaluate semantic change,
the corpus has been divided into two sub-corpora, cover-
ing the period from 1948 to 1970 and the period from 1990
to 2014, respectively. A time window of 20 years between
the sub-corpora ensures sufficient distance between the
two periods, allowing for the tracking of potentially more
pronounced semantic changes. The sub-corpora statistics
are presented in Table 1.

The selection of target words was based on the in-
formation provided in the Sabatini-Coletti dictionary of
the Italian language, which records the year of the first
occurrence of a word’s sense. The initial step involved
the extraction of a list of words from Sabatini-Coletti for
which the dictionary reported a semantic change, i.e. the
introduction of at least one new sense after 1970. More-
over, an examination of the set of words was conducted
to ensure that the sampled words appeared at least 10
times in each of the two periods and that the occurrences
of these words were not significantly affected by OCR
errors. Consequently, 26 target words were identified.
For each target word, up to 50 occurrences from each of
the two sub-corpora were extracted.

The senses of each word were classified into two
groups: the senses recorded in the Sabatini-Coletti dic-

tionary for the period 1948-1970 (Group 1) and the new
senses introduced after 1970 (Group 2). The annotators
were required to determine whether the sense of each
word usage belonged to Group 1, Group 2, or to another
category if the word sense did not align with either group
(Other). Additionally, the annotator may indicate a pref-
erence of Cannot decide for the uses in which they were
uncertain. Five annotators fluent in Italian annotated
DIACR-ITA. Each sentence was annotated by two an-
notators. The disagreement cases were resolved by the
two annotators involved, analyzing the disagreement and
deciding on an unambiguous label.

Each target word was labelled as stable or changed. A
word was considered changed if there was at least one
instance of Group 2 among the extracted usages from the
period between 1990 and 2014 and no instances of Group
2 among the extracted usages from the period between
1948 and 1970. The final dataset consisted of 18 words,
of which 6 were changed and 12 were stable.

Corpus Period #Tokens
L’Unità 1948-1970 52,287,734
L’Unità 1990-2014 196,539,403

Table 1
Sub-corpora statistics.

4. DWUGs-IT
DWUGs-IT builds on the DIACR-ITA dataset, adapting
it to the DURel format and adding eight new words. It
also provides the usage-sense annotated pairs that were
not initially released, as summarized in Table 2. For each
target word, we format the annotated usages following
the WUG style, including the time period of the usage
and the word’s position in the sentence. Similarly, we
format and release the annotated sense labels in a way
similar to DWUG LA [29].

Unlike the traditional WUG approach, where sense
preference is not explicitly marked, in DIACR-ITA, anno-
tators clearly indicate their preference for one sense over
others. For example, in the usage of the word api (Italian
for bees), in the sentence “Dalle api un dolce dono” (“From
bees, a sweet gift”), the annotators choose the sense insect
while discarding the alternative sense means of transport.
For each use-sense pair not selected by annotators, a
rating of 1 (Unrelated) is assigned, while matched pairs
receive a rating of 4 (Identical), in line with the DURel
scale.

Since human annotators already provide the sense
labels, we do not cluster usages automatically (as is typi-
cally done in the WUG approach), but directly assign the
annotated meanings. All subsequent calculations, such as



Lemma Group 1 Group 2 Other
ultima Che viene dopo tutti gli altri in una serie numerica, in una

classifica, in una graduatoria o in una successione spaziale o
temporale

Nel l. fam., l’ultima cosa; la novità, la notizia più recente: la
sai l’ultima?

emulare Prendere qlcu. a modello, imitarne meriti e virtù: e. i genitori,
le imprese di uno scalatore

ambito informatico

affido Affidamento di un minore ✔

bombetta S1. Cappello maschile di feltro rigido a cupola con tese corte
leggermente rialzate ai lati

S2. Fialetta puzzolente che i ragazzi lanciano per diverti-
mento per strada o in ambienti chiusi

✔

cantieristica maschile - Di cantiere, relativo ai cantieri: il settore c. oppurre
con riferimento al cantiere

Attività di costruzione, riparazione navale

fondista Giornalista che scrive l’articolo di fondo su un quotidiano -
Atleta

Nel gergo della finanza, sottoscrittore di fondi di investi-
mento

✔

portatile Che può essere trasportato agevolmente da una persona:
televisore p.

Piccolo computer facilmente trasportabile, funzionante an-
che a batteria e quindi utilizzabile in viaggio - telefono por-
tatile

impegnativa agg. che richiede impegno Dichiarazione con cui si assume un impegno; in partic. nel l.
burocr., documento con cui un ente mutualistico si impegna
a coprire, nella misura prevista dalla legge, le spese sanitarie
di un suo iscritto: fare l’i. per le analisi

Table 2
Newly introduced words together with the senses of Group 1 (1948-1970), Group 2 which involves senses introduced after 1970,
and an indication of the presence of other senses not listed in Group 1 and Group 2.

change scores and related statistics, follow the standard
WUG methodology.

5. Evaluation
XL-LEXEME has been tested on different languages be-
fore but has never been evaluated on Italian. In this sec-
tion, we evaluate XL-LEXEME on the new DWUGs-IT
dataset using the traditional evaluation pipeline for the
DWUGs [19, 30]. We assess the ability to derive a reliable
change score (Graded Change Detection) and evaluate
the possibility of clustering the XL-LEXEME vectors to
automatically induce target word senses, which are then
compared to the DWUGs-IT annotations via the Adjusted
Rand Index and the Purity measure.

5.1. Model
XL-LEXEME, built on XLM-RoBERTa large [31], is
trained for the Word-in-Context (WiC) task [32], which
determines if a word has the same meaning in two sen-
tences. Using a Siamese architecture [33], it creates word
vectors. The loss function adjusts weights via cosine
distance, aligning vectors for the same meanings and
separating them for different meanings. To calculate the
change score, a classic approach is to use the Average
Pairwise Distance between the vectors computed over
the two different periods:

LSC(𝑠𝑡0𝑤 , 𝑠𝑡1𝑤 ) =
1

𝑁 ·𝑀

𝑁∑︁
𝑖=0

𝑀∑︁
𝑗=0

𝛿(𝑠𝑡0𝑤,𝑖, 𝑠
𝑡1
𝑤,𝑗) (1)

where 𝛿 is the cosine distance and 𝑠𝑡𝑤 is the set of sen-
tences containing the word 𝑤 at time 𝑡. For the Word

Sense Induction step, we cluster the vectors into senses
using Agglomerative Clustering 2 with a cosine threshold
of 0.5 and Average Linkage, which merges clusters with
a similarity greater than 0.5.

5.2. Metrics
We test the ability of XL-LEXEME in ranking words ac-
cording to their change scores (Graded Change Detection)
using Spearman Correlation. Cluster quality is assessed
using the Adjusted Rand Index (ARI) [34], which is de-
fined as follows:

𝐴𝑅𝐼 =
𝑅𝐼 − 𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑅𝐼

𝑚𝑎𝑥(𝑅𝐼)− 𝐸𝑥𝑝𝑒𝑡𝑒𝑑𝑅𝐼

𝑅𝐼 stands for the Rand Index, which measures the num-
ber of pair agreements within the data – that is, pairs
of instances that are correctly placed in the same clus-
ter. The 𝐸𝑥𝑝𝑒𝑡𝑐𝑡𝑒𝑑𝑅𝐼 is the expected number of such
agreements by chance, calculated based on the distribu-
tion of the clusters, while the 𝑚𝑎𝑥(𝑅𝐼) is the maximum
possible value of 𝑅𝐼 , which occurs when all pairs are
classified perfectly. We use Purity in addition to ARI to
capture cluster homogeneity and provide clearer insight
about how mixed the clusters are in terms of class labels,
i.e.

Purity =
1

𝑁

∑︁
𝑘

max
𝑗

|𝑐𝑘 ∩ 𝑡𝑗 |

where 𝑁 is the total number of instances, 𝑐𝑘 denotes
cluster 𝑘, and 𝑡𝑗 represents class 𝑗.

2https://scikit-learn.org/stable/modules/generated/sklearn.
cluster.AgglomerativeClustering.html#sklearn.cluster.
AgglomerativeClustering

https://scikit-learn.org/stable/modules/generated/sklearn.cluster.AgglomerativeClustering.html#sklearn.cluster.AgglomerativeClustering
https://scikit-learn.org/stable/modules/generated/sklearn.cluster.AgglomerativeClustering.html#sklearn.cluster.AgglomerativeClustering
https://scikit-learn.org/stable/modules/generated/sklearn.cluster.AgglomerativeClustering.html#sklearn.cluster.AgglomerativeClustering


(a) palmare

(b) rampante

(c) pilotato

Figure 1: t-SNE visualization of XL-LEXEME embeddings with
respect to the annotated clusters for changed words palmare,
rampante, and pilotato.

5.3. Results
We begin to discuss qualitative results. Figure 1 illustrates
the t-SNE visualization of XL-LEXEME embeddings for
the usages of the words palmare, rampante, and pilotato.
For palmare (Figure 1a), the senses are well separated
except for some instances of the sense relating to the
palm, clear, evident that are placed closer to the PDA
device meaning, for example:

sono state n levate di le impronte palmari che saranno
inviate al1’ archivio generale segnaletico di Roma. (en.

The palm prints have been removed and will be sent to the
general sign archive of Rome.)

For the word rampante (Figure 1b), the annotators identi-

fied an additional meaning (Other) that refers to a named
entity, i.e., Il barone rampante written by Italo Calvino.
The instances of Il barone rampante fall in the middle of
the cluster of the rearing and ambitious meanings. Inter-
estingly, the only instance annotated as Cannot decide
falls in the rearing cluster:

Uno rampante » non ci aia ancora nulla da fare,
comunque i tecnici....supremazia di le Ferrari. (en. A

rampant » there is still nothing to be done, in any case the
technicians.... supremacy of the Ferrari.)

This instance is ambiguous since the subject of rampante
is missing in the sentence. However, interestingly, XL-
LEXEME assumes it to have the rearing meaning, proba-
bly due to the presence of the word Ferrari, referring to
the Ferrari logo. Figure 1c shows how the embeddings
of the usages of pilotato are perfectly split according to
the sense labels. However, one instance of the meaning
driven falls in the cluster of the manipulated instances,
which can be considered ambiguous and open to inter-
pretation:

Twingo Easy offre la grande comodità di un cambio con
frizione pilotata, ovvero: non c’ è più il pedale della

frizione. (en. Twingo Easy offers the great convenience of a
gearbox with a piloted clutch, that is: there is no longer a

clutch pedal.)

The quantitative results of XL-LEXEME are reported
in Table 3. Compared to LSCD benchmarks in other lan-
guages, XL-LEXEME shows similar results for the GCD
score (ranging from 0.567 in NO to 0.851 in RU) and the
ARI score (ranging from 0.249 in SV to 0.400 in ES). It also
performs slightly better using the purity measure (rang-
ing from 0.766 in SV to 0.836 in ZH). These results likely
stem from the properties of the dataset that includes sev-
eral monosemous words, but also from the process that
has been used for DWUGs-IT where senses are modeled
explicitly. Purity measures the extent to which clusters
contain a single class. With many monosemous words,
achieving high purity is easier since these words inher-
ently belong to one sense group. ARI, on the other hand,
evaluates the similarity between the clustering results
and the ground truth, accounting for both the clustering
quality and the number of clusters. In DWUGs-IT, most
groups of word senses have just one meaning. But some-
times, a group of words can have several meanings, and
how often each meaning is used can change over time.
For example, the word palmare has three meanings in its
Group 1: i) related to the palm of the hand, ii) something
that fits in your hand, and iii) something that is obvi-
ous or clear. Over time, some of these meanings might
be used more or less often. However, because all three
meanings are grouped together, DWUGs-IT does not
take into account how the use of each of those meanings
changes over time. This broad categorization of senses



Graded Change Detection (Spearman Correlation) 0.51
Adjusted Rand Index (ARI) 0.28
Purity 0.89

Table 3
XL-LEXEME Results

can impact the performance of XL-LEXEME, which an-
alyzes meanings at a more detailed level. Additionally,
XL-LEXEME has been tested on different languages be-
fore but has never been evaluated on Italian. DWUGs-IT
models senses explicitly, whereas previous datasets in-
ferred senses automatically by comparing pairs of usages.
This automatic inference process is similar to the ap-
proach XL-LEXEME uses, potentially making it better
suited for datasets without explicit sense modelling.

6. Conclusion
This paper presents DWUGs-IT, an extension and stan-
dardization of the Lexical Semantic Change Detection
(LSCD) task for Italian, based on the existing DIACR-ITA
dataset. The dataset is expanded with additional target
words and its format is aligned with that of the resources
used for other languages. This involves the introduc-
tion of the first graded task for Italian. The standard-
ized dataset and the evaluation framework we provide
can serve as a foundation for future research in LSCD
for Italian. By aligning the Italian dataset with those of
other languages, we facilitate cross-linguistic compar-
isons and contribute to the broader understanding of
semantic change mechanisms. In addition, we provide a
first evaluation of the state-of-the-art LSCD model, XL-
LEXEME, for Italian and both show its effectiveness as
well as set a baseline for future work.
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