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Abstract
This study investigates the impact of cross-linguistic similarities on idiom representations in mBERT, focusing on English and
German idioms categorized by different degrees of similarity. We aim to determine whether different degrees of cross-linguistic
similarities significantly affect mBERT’s representations and to observe how these representations change across its 12 layers.
Contrary to our initial hypothesis, cross-linguistic similarity did not uniformly impact idiom representations across all layers.
While early and middle layers showed no significant differences among idiom categories, higher layers (from Layer 8 onwards)
revealed more nuanced processing. Specifically, significant differences between the control category and idioms with similar
meaning (SM), as well as between idioms with similar lexical items (SL) and those with similar semantics (SM) were observed.
Our analysis revealed that early layers provided general representations, while higher layers showed increased differentiation
between literal and figurative meanings. This was evidenced by a general decrease in cosine similarities from Layer 5 onwards,
with Layer 8 demonstrating the lowest cosine similarities across all categories. Interestingly, a trend suggests that mBERT
performs slightly better with more literal hints. The order of cosine similarity for the categorizations was: idioms with a
degree of formal similarity, control idioms, idioms with both formal and semantic similarity, and finally idioms with only
semantic similarity. These findings indicate that mBERT’s processing of idioms evolves significantly across its layers, with
cross-linguistic might affect more significantly in higher layers where more abstract semantic processing likely occurs.
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1. Introduction
Idioms are one of the most studied linguistic concepts
that broadly can be defined as multi-word expressions
that are often fixed in terms of their syntactic and lexical
aspects, while they usually carry meanings that cannot be
directly deduced from the meaning of individual words
they contain [1, 2, 3, 4]. Given their syntactic and struc-
tural fixedness and non-compositional aspects, they were
perceived as peripheral, supplementary, or appendixes
to language grammars in earlier approaches to idioms [5,
p.5̃04]. However, with the increasing interest in corpus
studies of language, it has been observed that much of
human linguistic production is routinized and prefabri-
cated [6, 7, 8]. Multi-word expressions with a high degree
of conventionality do not seem to be marginal or limited
linguistic constructions, as they play an important role
in our everyday life [9, 10, 11]. In addition, they seem to
be used in communication across various contexts, from
novels to political debates and therapeutic dialogues [12].
Given their characteristics and their conventionalized
meanings, they pose many challenges to language speak-
ers, especially non-native language speakers [13].
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However, their characteristics also make them a good
case study in different experimental linguistics settings.
Recent advancements in Large Language Models (LLMs)
and their widespread application have prompted linguists
to investigate the performance of these models across
various linguistic concepts, including idioms [14, 15, 16].
In addition, in the case of multi-lingual models, an in-
teresting research area is how these models encode the
different languages on which they are trained [17, 18].

In this study, a categorization of English and German
idioms based on three cross-linguistic degrees of similar-
ity is proposed. One category includes idioms that have
similar formal and semantic aspects in these languages;
the second includes idioms with formal similarities but
different semantic aspects; and the third category in-
cludes idioms with similar semantic aspects but different
formal aspects. The goal of our work is to consider how
cross-linguistic similarities among idioms affect the rep-
resentation of idioms in mBERT. More specifically, the
questions underlying the following experiment were:

1. Does cross-linguistic similarity have a signifi-
cant impact on the representation of idioms in
mBERT?

2. Does the degree of cross-linguistic similarity and
the representation of the model change across the
12 layers of mBERT?

We hypothesized that mBERT’s performance would
depend on how it utilizes its multilingual training data.
Namely, if mBERT draws from a collective pool of all
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languages, it should perform consistently across all cross-
linguistic categories, similar to how it represents idioms
from the language it has been given, that is English in
this case. However, if it primarily retrieves data from
specific languages, we expect to observe significant per-
formance differences among the categories, potentially
mirroring some of the patterns seen in cross-linguistic
studies with second language speakers. That is, identical
cross-linguistic idioms should be represented almost sim-
ilarly to the control idioms (in this case, English idioms),
and idioms with formal and lexical correspondence could
both be represented similarly and, in some cases, more
differently from the control idioms. Finally, idioms with
only corresponding semantics and different formal as-
pects should be the most differently represented idioms
compared to the control group. Furthermore, given the
proposed categorizations based on formal and semantic
similarities, we anticipated varying performance across
mBERT’s 12 layers. Particularly, in lower layers, we ex-
pect less differentiation among categories, as these lay-
ers typically capture more surface-level features. While
in higher layers, which represent more of the semantic
aspects, we anticipate more varying trends and larger
differences among the categories. Mostly because we are
primarily focused on the figurative meaning of idioms
across different categories.

2. Related Works
Studies on idiomatic expressions generally focus on two
main comparisons: the understanding of idioms by partic-
ipants (literal or figurative understanding of the phrases),
and the difference between understanding idioms and
non-idiomatic or novel phrases [19, 13, 2]. The figurative
meaning of an idiom is usually conventionalized and rel-
atively fixed; therefore, native speakers seem to simply
access it. However, its literal interpretation can be logical,
nonsensical, or somewhere in between. For instance, as
[13] explains, while it is possible that someone is bathing
in the example of being ’in hot water’ (with an idiomatic
or figurative interpretation denoting "in trouble"), in the
idiom ’to be on cloud 9’ (with a figurative interpretation
of "being very happy") there is no likely, logical interpre-
tation in the real world in which a person can be found
on a cloud called "9". Furthermore, when considering the
literal interpretation of an idiom, research can remain
at the phrasal level or can consider access to the literal
meaning of the constituent parts. When again consid-
ering the idiom ’in hot water’, focus on access to the
figurative interpretation is possible, "in trouble," access
to the whole interpretation of the literal phrase, "to be in
heated water such as a bath or hot springs," or access to
the meanings of the individual constituent words such
as "hot" or "water" is expected. In cross-linguistic stud-

ies on idioms, one of the aspects that have been studied
is the concept of cross-linguistic similarity or translata-
bility. Among language speakers, the degree of trans-
latability of an idiom in their L1 and L2 seems to play a
significant role in how they interpret and understand the
idioms [20, 21, 22, 23, 13, 24, 25]. In one of the earliest
investigations of translatability’s effect on L2 idiom com-
prehension, [20] examined how advanced Venezuelan
learners of English understood and produced English id-
ioms with varying degrees of translatability from Spanish.
Using multiple tasks (multiple-choice recognition, open-
ended definition, discourse completion, and translation),
Irujo found that idioms with identical expressions in both
languages (e.g., "point of view" / "punto de vista") were
easiest to comprehend and produce. In contrast, idioms
representing equivalent concepts without direct transla-
tions (e.g., "to pull his leg" vs. tomarle el pelo "to take to
him the hair") posed the greatest challenge. The study
also found a negative interference in the form of transfer
errors, when participants producing partially matching
idioms (e.g., "to catch him red-handed" vs. cogerle con
las manos en la masa "to catch him with the hands in
the dough"). Irujo [20] concluded that L1 knowledge
can be both beneficial and detrimental to L2 idiom pro-
cessing. For idioms with direct translations, L1 knowl-
edge facilitates both comprehension and production in
L2. However, for idioms with partial similarities between
languages, L1 knowledge can lead to transfer errors. Ad-
ditionally, a study by [21], which focused on 3rd-year
learners of Spanish, French, and German, found that the
translatability of idioms was a key factor in predicting the
speed and accuracy of their production, both with and
without context. Furthermore, [21] observed that trans-
lation is one of the most common strategies employed by
L2 users to comprehend idioms, as indicated by learners’
written reflections. Also, [23] discovered that idioms that
could be translated literally from Latvian and Mandarin
Chinese into English were better comprehended by par-
ticipants. Furthermore, they observed that regardless of
the overall similarity of the studied languages to English,
if the idioms were similar or if they were decomposable,
they would be understood by the participants. Although
these studies are focused on language learners and speak-
ers, and they may include more variables, we can argue
that, such cross-linguistic similarities, can affect how
idioms are represented, in multi-lingual contexts.

In the case of large language models, the way they
embed and encode idioms and multi-word expressions
has been an ongoing debate [26, 27, 28, 16, 14]. Most
studies focusing on how language models encode idioms
examine the task of identifying idiomatic expressions
in a text. In early works on this task, researchers de-
veloped expression-specific models that can capture the
idiomatic expressions in a text [29], while more recent
approaches have demonstrated that more generic models



such as BERT and mBERT [30] are also able to capture
idioms [26, 27, 28]. Studies on the internal mechanisms
of how transformer-based language models process id-
ioms demonstrated that BERT, Multilingual BERT, and
DistilBERT represent idioms distinctively compared to
literal language [16]. These studies also observed that
the semantic meaning of idioms is captured more effec-
tively in deeper layers of the models. They found that
words within idioms receive less attention from other
words in the sentence compared to words in literal con-
texts. However, [14] argue that LLMs capture MWE se-
mantics inconsistently, as shown by reliance on surface
patterns and memorized information. MWE meaning is
also strongly localized, predominantly in early layers of
the architecture. They also discuss that representations
benefit from specific linguistic properties, such as lower
semantic idiosyncrasy and ambiguity of target expres-
sions.

Moving from LLMs and idioms, there are different
arguments on how models such as BERT work [31],
and in the case of multi-lingual approaches, how multi-
lingual they are [17, 18, 32]. Works on the mechanisms of
BERT demonstrate that it captures significant linguistic
information, with lower layers focusing on local syn-
tactic relationships and higher layers encoding more
complex linguistic features. The self-attention heads
in BERT show specialization for certain linguistic func-
tions, though many exhibit redundant patterns, suggest-
ing overparameterization. While BERT demonstrates
some ability to capture world knowledge, its reasoning
capabilities appear limited. Despite impressive perfor-
mance on many NLP tasks, BERT shows limitations in
handling negation, numerical reasoning, and complex
inference, often relying on shallow heuristics [31]. Inves-
tigations on mBERT across 39 languages found that it
performs well on high-resource languages but struggles
with low-resource languages. For languages with lim-
ited Wikipedia data (which was used to train mBERT),
performance drops significantly, especially for tasks like
named entity recognition. This suggests that the qual-
ity of representations learned by mBERT is not uniform
across all 104 languages it supports [32]. Additionally,
[18] conducted a series of probing experiments to under-
stand mBERT’s cross-lingual abilities. They found that
mBERT performs surprisingly well on zero-shot cross-
lingual model transfer, even between languages with dif-
ferent scripts. Their analysis suggests that mBERT learns
multilingual representations that go beyond simple vo-
cabulary memorization. However, they also note that
transfer works best between typologically similar lan-
guages, indicating some limitations in mBERT’s ability
to generalize across very different language structures.

3. Dataset
To investigate our research questions concerning the im-
pact of cross-linguistic similarity on the representation
of idioms in mBERT and how this representation changes
across the model’s 12 layers, a list of idiomatic expres-
sions was compiled. the dataset consists of 72 idioms:
54 from German and 18 from English, the latter serv-
ing as a control group. The German idioms are classified
based on their similarity with English idioms, using three
categories of cross-linguistic correspondence. The first
category includes idioms with the highest degree of for-
mal and semantic similarity. These idioms, such as die
Ruhe vor dem Sturm, have a corresponding form in En-
glish when translated word-for-word, e.g., the calm before
the storm. In addition to the formal similarity, the mean-
ing of the idiom in the target language is also similar to
that of the originating language, in this case referring
to a period of calmness before argument or trouble. The
second category focuses on formal similarities without
semantic correspondence. For instance, jemanden aus-
nehmen wie eine Weihnachtsgans (’to gut someone like a
Christmas goose’) refers to financially exploiting some-
one. In English, there is an idiom that contains the word
"goose" - to cook one’s goose - but it refers to sabotaging
someone’s plans, demonstrating some degrees of formal
and lexical similarity without semantic alignment. The
third category encompasses idioms with semantic simi-
larities but no formal correspondence. For example, the
German idiom Den Löffel abgeben (’to pass the spoon’)
and the English idiom to kick the bucket both convey the
meaning of dying, while sharing no formal similarities.
After categorizing the idioms, the German idioms were
literally translated into English. We literally translated
the idioms to ensure all expressions can be fed to the
model in a single language. This approach allows us to
control for the language space in which idioms are pre-
sented, given that in more complex tasks different subsets
of mBERT can affect how idioms are represented [33].
Additionally, for each idiom, a brief entity or description
is selected reflecting its figurative meanings. For exam-
ple, for "the calm before the storm", "episodic tranquility"
is chosen, which refers to the figurative interpretations
of the idiom. Table 1, summarizes the proposed catego-
rizations, the original and translated idioms, along with
their figuratively related entities.

4. Model, and Experiment
For analyzing the embeddings of the studied idioms and
their figurative meanings, the dataset was processed us-
ing the "bert-base-multilingual-uncased" model [34] with-
out any fine-tuning. This model consists of 12 hidden
layers, each containing 768 neurons, and the activity of



Table 1
Examples of idioms in each category. SI: Similar Idiom (formal
and semantic similarity), SL: Similar Lexicon (formal similarity
only), SM: Similar Meaning (semantic similarity only).

German
Idiom

English
Translation

Figurative
Meaning

Category

die Ruhe vor
dem Sturm

the calm
before the
storm

episodic
tranquility

SI

der ball liegt
bei dir

the ball lies
with you

responsibility

jemanden
ausnehmen
wie eine Wei-
hnachtsgans

to gut
someone like
a Christmas
goose

financially
exploit

SL

auffallen wie
ein bunter
Hund

stand out
like a colorful
dog

noticeable

Den Löffel
abgeben

give away
the spoon

death SM

Einen Vogel
haben

have a bird acting
strange

– It rains cats
and dogs

heavy rain Control

it costs an
arm and a leg

expensive

each layer was extracted for the CLS token. Embeddings
for the CLS token from each of the 12 layers for every
idiom and its associated meanings were extracted. The
model is pretrained on the 102 languages with the largest
Wikipedias, which includes both German, the language
from which our idioms are derived, and English, which
is the target language for the translation of the idioms
and used for deriving the embeddings. For each sample,
the embeddings of the [CLS] token from all 12 layers of
mBERT are extracted. The [CLS] token was chosen be-
cause it is designed to capture sentence-level semantics
in BERT models [35]. Using the [CLS] token’s embedding
from models can be used as a powerful method for se-
mantic comparison of texts, which can then be compared
using similarity measures.

4.1. Similarity Calculation
In the next step to measure how similar BERT’s under-
standing is of each idiom, the similarity of embeddings
for each idiom with its figurative meanings was calcu-
lated. Cosine similarity is used, a widely used method
because of its effectiveness and it is mainly used to de-
termine how similar or related two words are based on
their vector representations [36, 37].

Cosine Similarity = cos(𝜃) =
vIdiom · vMeaning
|vIdiom||vMeaning|

(1)
In Equation 1, v stands for word embedding, which is

a vector with a length of 768. To interpret the result of
the cosine similarity in the context of word embedding,
a score of 1 means the vectors are identical, 0 means the
vectors are orthogonal (no similarity), and -1 means the
vectors are opposed.

5. Results
After deriving the CLS embeddings from all layers of
mBERT for the translated idioms and their corresponding
figurative meanings, the cosine similarities among the
derived embeddings were calculated. Figure 1 illustrates
the cosine similarities across different layers of mBERT
for each idiom category. As it can be seen, the first layer
of mBERT showed identical cosine similarities (equal
to 1) for all idioms, representing the entry point of the
model. Therefore, this layer is excluded from subsequent
analyses to avoid skewing our results.
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Figure 1: Cosine similarities between idiom embeddings and
their figurative meanings across mBERT layers for different
cross-linguistic categories. C: Control, SI: Similar Idiom (for-
mal and semantic similarity), SL: Similar Literal (formal simi-
larity only), SM: Similar Meaning (semantic similarity only).

Additionally, as the graph in Figure 1 indicates, the
cosine similarities exhibited notable variations across lay-
ers. Layer 3 demonstrated the highest cosine similarities
across all categories; while layer 8 showed the lowest
cosine similarities for all four categories. In addition, as
it can be seen from Layer 5 onwards, we observed a gen-
eral decrease in cosine similarities, suggesting increasing
differentiation between CLS representation of idioms and
their corresponding figurative meanings in higher layers.

To test our hypothesis on how the embeddings of
mBERT would change given the proposed cross-linguistic



similarity categorizations, a linear mixed effects model
analysis using the lme4 [38] package in R [39] was con-
ducted. The model considered layers and categories as
fixed effects, with individual idioms as random effects.
To analyze the effects a treatment contrast was employed,
[40], using the control (C) category as the reference level
for categories and the second layer of mBERT (Layer1) as
the reference for layers. It is important to note that the
model showed high multicollinearity, particularly for the
Layer variable and interaction terms (VIF > 10), primarily
due to the minimal changes in cosine similarities in the
initial layers. While this does not invalidate our results,
it does warrant cautious interpretation, especially for the
layer effects.

As the figure 2 indicates, and can be seen in table 2 the
main effects of Category (SI, SL, SM) were not statistically
significant (all p > .05), suggesting no overall difference
in Cosine Similarity across categories when compared
to the baseline category (C). In addition, considering the
main effect of the layers it can be observed that there
is a significant effect from Layers 5 through 11 (all p
< .001). The coefficients were increasingly negative for
higher layers, indicating a decrease in Cosine Similarity
as moving to higher layers this can be seen also in.
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Figure 2: The estimated marginal means for the effect of each
of the cross-linguistic categories.

To examine the predicted Cosine Similarity of Figu-
rative CLS representations for each combination of Cat-
egory and Layer, the estimated marginal means using
the emmeans package [41] in R computed. In this analy-
sis, the changes in the cosine similarities were compared
among the categories, in different layers. The results of
the pair-wise comparisons indicate that, For Layers 1-7,
there are no significant differences between categories
(all p-values > 0.05), this can be also seen in figure 3, in
which almost until the 7th layer all of the lines align with
each other. However, from layer 8 a significant difference
can be seen between the control category and category
SM that represents the idioms with cross-linguistically
similar semantics (estimate = 0.0272, p = 0.0179). In addi-

tion, in layer 8 there is a significant difference between
the category SL and SM (estimate = 0.0310, p = 0.0049),
and this significant difference continues until layer 10
with estimate = 0.0294, p = 0.0085, and estimate = 0.0248,
p = 0.0373.
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Figure 3: The estimated marginal means for the changes of
the cosine similarities for each of the cross-linguistic cate-
gories among the layers of mBERT.

6. Discussion and Conclusion
Our study investigated how cross-linguistic similarities
among idioms affect their representation in mBERT, with
a focus on English and German idioms categorized based
on three degrees of cross-linguistic similarity. This study
aims to answer two main research questions concerning
whether cross-linguistic similarity has a significant im-
pact on the representation of idioms in mBERT, and how
the degree of cross-linguistic similarity and the represen-
tation of the model change across the 12 layers of mBERT.
Our findings provide insights into these questions and
our initial hypotheses. Contrary to our initial hypothesis,
we found that cross-linguistic similarity does not have
a uniformly significant impact on the representations of
idioms across all layers of mBERT. The main effects of
our translated idioms categorized into cross-linguistic
categories (SI: formal and semantic similarity, SL: similar
lexicon, SM: Similar Meaning), were not statistically sig-
nificant when compared to the control category (English
idioms) in the early and middle layers of the model. This
result may suggest that mBERT might be utilizing knowl-
edge from all languages in its training data as a collective
pool, at least in the case of the studied idioms. This aligns
with the idea that mBERT learns multilingual represen-
tations that go beyond simple vocabulary memorization,
as suggested by Pires et al. [18]. However, the emergence
of significant differences in higher layers (particularly
from Layer 8 onwards) might indicate that mBERT’s pro-
cessing of idioms becomes more nuanced as information



propagates through the network. This finding partially
supports our hypothesis that mBERT might show differ-
ent performances for each cross-linguistic categorization,
but suggests that these differences are more significant in
the model’s deeper layers. Although there are no signifi-
cant differences among all categories, in Figure 2 there
is a continuous trend in different layers showing more
similarity first for the SL category, then Control, followed
by SI, and finally the SM category. This trend indicates
that BERT represents almost all categories similarly, and
when there are more literal hints, BERT tends to perform
better which aligns with the findings of multi-lingual
transfer of Pires et al. [18]. Moreover, for idioms with
semantic similarities, the model demonstrates the lowest
cosine similarity between the representations of idioms
and their figurative meanings, which might suggest that
idioms with only semantic correspondence across the
studied languages pose a greater challenge for mBERT
in capturing the figurative meanings of idioms.

Our second research question focused on how the rep-
resentation of idioms changes across mBERT’s 12 layers.
In this analysis, distinct patterns were observed. In early
layers (1-4) the cosine similarity for CLS embedding de-
rived from mBERT for the idioms and their correspond-
ing figurative meaning was high and relatively uniform
across all categories, suggesting a more general repre-
sentation, we believe high similarity in early layers can
be related to similarity in the syntax of samples and the
provided figurative entities since these layers capture
more formal and syntactic information. Layer 3 demon-
strated the highest cosine similarities, while from Layer 5
onwards, a general decrease in cosine similarities was ob-
served, suggesting increased differences between literal
and figurative meanings in higher layers. Layer 8 showed
the lowest cosine similarities and marked the beginning
of significant differences between categories, particularly
for semantically similar idioms (SM category). These
findings contribute to our hypothesis that we would ob-
serve different performances among the layers of mBERT
given the formal and semantic similarities of idioms.

6.1. Limitations and future research
This research also has limitations, that can be tackled in
the further and future studies. One of the primary limita-
tions of our study is the size of the dataset. However, the
dataset has a good variety of samples but a bigger dataset
may improve the generalizability and robustness of our
findings. Future research should aim to include a more
extensive dataset to confirm and extend these findings.
Moreover, literally translating the idioms and the figura-
tively related entities, can affect on the representations
of the model, and the derived cosine similarities; there-
fore, in further studies, it can be insightful to compare
also, how the representations of the model change if the

idioms are fed to the model in their original language.
In addition, German and English are both Germanic lan-
guages and can be considered typologically similar. In
future studies, it would be intuitive to compare the cate-
gorizations from two more distinct languages to observe
how the effect of cross-linguistic similarities changes
without the possible influence of typological similarities.
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A. Appendix A. LMER Model full
summary

Fixed Effects

Estimate Std. Error df t value Pr(>|t|)

(Intercept) 1.00 0.01 226.52 153.20 0.00
CategorySI -0.00 0.01 226.52 -0.11 0.91
CategorySL -0.00 0.01 226.52 -0.03 0.97
CategorySM -0.00 0.01 226.52 -0.24 0.81
Layer2 0.00 0.01 680.00 0.48 0.63
Layer3 0.00 0.01 680.00 0.55 0.59
Layer4 0.00 0.01 680.00 0.42 0.68
Layer5 -0.04 0.01 680.00 -6.37 0.00
Layer6 -0.07 0.01 680.00 -10.70 0.00
Layer7 -0.10 0.01 680.00 -14.95 0.00
Layer8 -0.15 0.01 680.00 -22.04 0.00
Layer9 -0.13 0.01 680.00 -19.26 0.00
Layer10 -0.12 0.01 680.00 -17.66 0.00
Layer11 -0.10 0.01 680.00 -15.39 0.00
CategorySI:Layer2 0.00 0.01 680.00 0.09 0.93
CategorySL:Layer2 0.00 0.01 680.00 0.02 0.98
CategorySM:Layer2 0.00 0.01 680.00 0.20 0.84
CategorySI:Layer3 0.00 0.01 680.00 0.10 0.92
CategorySL:Layer3 0.00 0.01 680.00 0.03 0.98
CategorySM:Layer3 0.00 0.01 680.00 0.22 0.82
CategorySI:Layer4 0.00 0.01 680.00 0.09 0.93
CategorySL:Layer4 0.00 0.01 680.00 0.03 0.98
CategorySM:Layer4 0.00 0.01 680.00 0.22 0.82
CategorySI:Layer5 -0.00 0.01 680.00 -0.19 0.85
CategorySL:Layer5 0.01 0.01 680.00 0.94 0.35
CategorySM:Layer5 0.00 0.01 680.00 0.22 0.82
CategorySI:Layer6 -0.00 0.01 680.00 -0.44 0.66
CategorySL:Layer6 0.01 0.01 680.00 0.86 0.39
CategorySM:Layer6 -0.00 0.01 680.00 -0.51 0.61
CategorySI:Layer7 -0.01 0.01 680.00 -0.95 0.34
CategorySL:Layer7 0.01 0.01 680.00 0.76 0.45
CategorySM:Layer7 -0.01 0.01 680.00 -0.95 0.34
CategorySI:Layer8 -0.01 0.01 680.00 -1.22 0.22
CategorySL:Layer8 0.00 0.01 680.00 0.43 0.66
CategorySM:Layer8 -0.03 0.01 680.00 -2.67 0.01
CategorySI:Layer9 -0.01 0.01 680.00 -1.05 0.30
CategorySL:Layer9 0.01 0.01 680.00 0.65 0.52
CategorySM:Layer9 -0.02 0.01 680.00 -2.28 0.02
CategorySI:Layer10 -0.01 0.01 680.00 -1.36 0.17
CategorySL:Layer10 0.01 0.01 680.00 0.61 0.54
CategorySM:Layer10 -0.02 0.01 680.00 -1.83 0.07
CategorySI:Layer11 -0.01 0.01 680.00 -1.22 0.22
CategorySL:Layer11 0.00 0.01 680.00 0.40 0.69
CategorySM:Layer11 -0.02 0.01 680.00 -1.79 0.07

Random Effects

Groups Variance Std. Dev.

idiom 0.00 0.02

Conditional R2: 0.908
Marginal R2: 0.824

Table 2
summary of linear mixed effects model: The categorizations
are Control which is considered as the reference and is not
present in the model’s summary; SI: Similar Idiom (formal and
semantic similarity), SL: Similar Lexicon (formal similarity
only), SM: Similar Meaning (semantic similarity only).
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