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Abstract
This paper explores the role of Artificial Intelligence (AI) in conflict management and peacebuilding. This
emergent research field is examined firstly through a bibliometric analysis of the current literature, based on a
database of 158 documents collected by Scopus and published between 1985 and 2024. The analysis highlights
the historical evolution of the research field while pinpointing some research gaps. Secondly, we offer a broad
overview of the most recent Regulations on this topic (European AI Act, U.S. Executive Order, Chinese laws and
political documents). A new perspective on the impact of AI in reducing conflicts emerges, although its driving
role in promoting world peace has to be severely reinforced.
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1. Introduction

Artificial intelligence (AI) represents one of the most transformative technological innovations of our
time [1]. Its ability to analyze massive amounts of information, learn from it and provide data-driven
outputs offers potential benefits across many economic sectors [2]. One of the most promising, but also
complex, areas in which AI has a significant impact is peacebuilding.

This concept differs from conflict management. While the latter involves diplomatic measures to
keep intrastate or interstate disputes from escalating into armed conflicts [3], the former aims at
reducing the risk of (re)lapsing into conflict by strengthening national capacities at all levels and at
laying the foundation for sustainable peace and development [4]. Examples of AI applications in
conflict management are detection of cyber attacks on critical infrastructures [5, 6], logistics, troops and
equipment transportation [7], support for military decision-making processes [8] and the control over
autonomous weapon systems [9, 10] [11, 12]. Examples of AI applications in peacebuilding are instead
the delivery of humanitarian aids by drones [13], conflict prevention through sentiment analysis tools
[14, 15], support for peacekeeping operations through NLP models to facilitate real-time dialogues [16]
and negotiations [17].

Conflict theorization also embraces milder forms of tensions, such as ethnic, sexual or age discrim-
ination, inequalities and other forms of social frictions that do not reach armed fights [18] (art. 1.2).
Such situations may either turn into a conflict or not, due to their characteristics (prolongation in time,
extension in space, degree of intensity) and/or the use of weapons 1[19]. For the purpose of this work
we define conflict as any form of social or political tension, whether armed or unarmed, at the national
or international level.

AI systems can exacerbate the detrimental effects of these phenomena by causing unfairness or
breaching fundamental rights [20]. In order to consider Artificial Intelligence as an effective peace-
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1These situations do not determine an immediate peace breach, even when a fight occurs. In these cases, the criterion for
establishing whether or not there is war is to be found in the intention of the parties (animus belligerenti) by considering
both their declarations and material activities.
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building tool, we analyze its impact on both conflict management and peace promotion and the way in
which lawmakers around the world tried to deploy a set of rules for governing it. Many attempts have
been made so far but, in this study, we limit our comparative analysis to the most recent AI regulations,
specifically the European AI Act, the U.S. Executive Order and Chinese laws (both hard and soft ones).

The paper proceeds as follows: Section 2 illustrates the research questions. Section 3 presents the
stages of the bibliometric analysis and its results. Section 4 provides a comparative analysis of the
targeted regulations focusing on the role of AI in conflict reduction and peace promotion. Section 5
includes a discussion and some concluding remarks.

2. The problematization of AI as a peacebuilding tool

.
The role of artificial intelligence in promoting peace worldwide is one of the most interesting, yet

under-implemented, perspectives of examining the ethics of AI nowadays. Our objective is to highlight
how this technology could increase international prosperity and what is the role of current regulations
in enabling it. We address the following research questions:

What is the state-of-the-art of empirical research on AI as an instrument of peace-making? Is it
comprehensive or are there some gaps? Can we look at current legislations to derive suggestions on how to
conceive of AI as a tool for improving peace worldwide?

3. Literature analysis

.
As academic debate on AI and peace is still emergent, it is useful to develop a structured and explicative

review of the topic. We aim to clarify the evolution of research on AI as a peacebuilding tool over time
and the intellectual structure of this rising field of study.

The examination is conducted through a bibliometric analysis of 158 documents indexed in the Scopus
database, which is one of the most important instruments for collecting systematic information on
global scientific literature [21, 22, 23]. It is especially useful for mapping an emergent field of research,
as it is not limited to ISI (International Scientific Indexing) journals. As Borgman and Furner (2002) [24]
explain, bibliometrics offers a powerful set of techniques and measures for studying the structure of
scholarly communication [25].

The sample contains 66 articles and 92 conference papers at any publication stage, in order to include
also the most recent works on this topic. Only English documents are considered and we do not set
a specific time span. The final cluster includes 128 sources and a time window of approximately 40
years. At this point, bibliometric data are analyzed using the bibliometrix software, a flexible tool for
conducting comprehensive mapping analysis [26].

Table 1 displays the principal information regarding the bibliographic data frame.
Referring to the time window, most of the works on AI and peace had been published from 2016

onwards. The highest levels of scientific production have been registered in 2018, 2021 and 2023
respectively (Fig. 1). Those peaks coincide with a phase of increased war conflicts and social tensions
worldwide (e.g. Syria in 2018, India in 2021, Ukraine in 2023) [27]. Moreover, many of these events
were characterized by the adoption of AI in military settings [28, 29, 30].

The geography of the scientific production reflects international dynamics too. The most prolific
countries are not only those driving global technological progress but also those where AI has been
applied in conflictual contexts (both armed and unarmed), such as China and the U.S. [29] (Fig. 2).

Scholars’ attention on the relationship between AI and armed conflicts seems to be largely drawn by
international dynamics consequently.

Moving to the conceptual structure of the targeted knowledge, various thematic clusters emerge
through a co-occurrence analysis (Fig. 3).



Table 1
Main sample information

Description Results
Main information about data

Timespan 1985:2024
Sources (Journals, Books, etc) 128

Documents 158
Average citations per document 8,62

References 4838
Indexed keywords 1327

Document types
Article 66

Conference paper 92
Authors

Authors 469
Authors of single-authored documents 35
Authors of multi-authored documents 434

Figure 1: Evolution of the scientific production

• A first (purple) cluster relates to the military applications of AI, with associated keywords like
disaster and military application.

• A second (orange) cluster explores the topic of human-machine interaction and its implications
for human life, as it relates to words like machine learning and human.

• A third (green) cluster highlights the relation between AI - specifically machine learning - and
international relations, due to its matching with keywords like forecasting and international
relations.

• Finally, the fourth (red) cluster links the use of AI to purposes unrelated to armed conflicts. This
area includes technological applications for improving the quality of citizens’ life, as suggested
by social aspects, e-learning and education keywords.

A keywords analysis concludes our bibliometric scrutiny. Figure 4 is developed using the word-
clouds.com software starting from the keywords listed by the authors in the sampled papers. Alongside
terms associated with armed conflicts (e.g. war, weapons, conflict), the cloud provides other terms
related to unarmed tensions (e.g. surveillance, dispute resolution) and individual prosperity (education,
learning, SDGs). Peace word emerges explicitly in the cloud.



Figure 2: Countries’ Scientific Production

Figure 3: Co-occurrence network

4. AI and peacebuilding. A comparative legal perspective.

An in-depth analysis of current regulations serves us to verify how lawmakers are addressing the
potential of AI in conflictual environments. In recent years, many legal initiatives have tried to untangle
the topic of artificial intelligence but in this work we focus on the most developed projects, meaning
the European Regulation on Artificial Intelligence, the U.S. Executive Order on the Safe, Secure, and
Trustworthy Development and Use of Artificial Intelligence and a set of provisions adopted by the
People’s Republic of China (PRC). These acts differ significantly from each other in their approach
and main purposes but, despite all the differences, they constitute the most mature attempts to rule
the development and commercialization of AI systems globally. The following sections offer a brief
analysis of each regulation to highlight whether, and eventually how, the role of AI as a peacebuilding
instrument is assessed by lawmakers.



Figure 4: Keywords word cloud

4.1. The European Regulation on Artificial Intelligence

The European Regulation on Artificial Intelligence (or “Artificial Intelligence Act”) resulted from the
effort of the European Union to join the technological race [31]. It offers a regulatory framework for
the development, the placing on the market, the putting into service and the use of AI systems by
adopting a horizontal approach that aims to cover their applications across all economic sectors (Recital
1). The Regulation is strongly inspired by European foundational values and promotes anthropocentric
artificial intelligence [32, 33].

These provisions are built on the assumption that AI systems may cause different risks and impact
on fundamental rights in various ways [34, 35]. Therefore, depending on the expected level of risk
(unacceptable, high, limited or minimal), the lawmaker established a set of rules that developers,
producers and distributors must comply with. For example, the use of unacceptable risk systems (e.g.
biometric categorization systems based on sensitive characteristics, emotion recognition systems used in
the workplace and social scoring systems) is banned. High risk systems, such as those whose adoption
could undermine safety or fundamental rights, are permitted although their use is subject to strict
obligations [36].

Transparency duties are set for general-purpose AI systems and for those solutions that imply an



interaction with users (e.g. chatbots) since they pose specific, even lower, risks (e.g. disinformation).
Looking at the relationship between artificial intelligence and conflicts, the Regulation expressly

excludes from its application AI systems used solely for military purposes. Those are not subject to the
rules set out in the AI Act [31] (Recital 24).

However there are ”mixed” solutions that can be developed for both military and non-military
purposes, such as drones or biometric recognition systems. Additionally, if an AI system is developed
or placed on the market exclusively for warfare but is subsequently used for other purposes (e.g. for
civilian or humanitarian aims), such a system still falls within the scope of the AI Act (Recital 24). In
these hypotheses the Regulation plays a key role in promoting the adoption of AI systems aligned
with human rights and EU democratic values by establishing a set of strict obligations for their usage.
These limitations may reduce the risk of technological abuses in not-solely-military contexts and the
occurrence of armed conflicts by encouraging a human-focused AI development [37, 38].

A first example of these guarantees concerns the use of AI for migration management, asylum and
border control, access to essential public services and employment management, which have always
been critical sectors for the emergence of social and political tensions. Since those are classified as
high-risk systems (art. 6; Annex III), the Regulation imposes a bunch of additional guarantees for their
development and use - like the preliminary drafting of a fundamental rights impact assessment, logs
recording, human oversight against algorithmic drift and transparency and accuracy obligations. These
constraints aim to avoid AI-driven discrimination against weak or underrepresented citizens [39] and
promote equal access to essential services or jobs. Compliance with these obligations could dramatically
reduce socio-political conflicts caused by technological unfairness.

The second example concerns deepfakes, for which the AI Act establishes transparency and labeling
obligations (art. 50) [40, 41, 42]. In fact, AI-generated contents relate to serious political tensions
[43, 44, 45] so a reliable use of these technologies may promote a clearer propaganda and a subsequent
reduction in political frictions.

In conclusion, the European Regulation lays relevant foundations for a human-centered usage of
intelligent systems in unarmed conflicts while not addressing warfare issues. It seeks to unsettle social
and political frictions by encouraging the development of AI in accordance with democratic values.

4.2. Artificial intelligence - the U.S. framework

The United States is leading the AI race in many economic sectors but, unlike Europe, they lack a
homogeneous legislative framework at Federal level while Member States assumed stricter or more
tolerant regulatory positions on this topic [46]. The most significant initiative at Federal level is
represented by the White House Executive Order on the Safe, Secure, and Trustworthy Development
and Use of Artificial Intelligence [47, 48]. It presents eight guiding principles and priorities to be
followed in the governance, development and use of AI systems.

The application of such technology in military and intelligence sectors is explicitly addressed in the
document. It asks for a national memorandum to explore the role of AI as a key component of the U.S.
intelligence and defense strategy, analyzing its impact on citizens’ (and exceptionally foreigners’) rights
(Sec. 4.8). Regarding security and cybersecurity threats, the Executive Order identifies a set of actions to
be adopted in order to (i) mitigate the risk that AI is used improperly for developing biological weapons
or other chemical perils (Sec. 4.4); (ii) encourage the use of AI for discovering and fixing national IT
vulnerabilities (Sec. 4.3); (iii) protect critical infrastructures (Sec. 4.2).

The document also covers the topic of deepfakes. It calls for guidelines and tools for authenticating,
detecting, labeling and auditing AI-generated or manipulated contents (Sec. 4.5). Its objective is to
facilitate the detection of those contents in order to increase communications transparency. These
predictions aim to reduce political frictions by weakening misinformation [49, 50].

Furthermore, the Executive Order highlights the importance of non-discriminatory use of AI in
contexts that could generate social and political tensions, such as workplace (Sec. 6), healthcare and
justice (Sec. 7-8), data protection (Sec. 9). It sets out a roadmap for achieving these objectives in the
coming year while diminishing the risk of algorithmic abuse and biased decisions.



To conclude, the Executive Order covers both warfare and nonmilitary matters. It recognizes the key
role of AI in restraining armed and unarmed conflict, algorithmic discrimination and disinformation.
Unlike the European Regulation, the document emphasizes the centrality of AI in the U.S. military and
intelligence sectors for promoting defence and protecting its citizens from armed attacks (Sec. 4.8).

4.3. The Chinese rules for artificial intelligence

From 2021 onwards, the People’s Republic of China has issued a bunch of sectoral regulations and
political documents dedicated to AI. These provisions set out new requirements for algorithms de-
velopment and application, disclosure obligations and technical performance standards [51, 52]. The
Chinese approach is “vertical” as it focuses on the main characteristics or applications of AI systems
for designing its discipline. However, these provisions have common features that allow for some
generalizations [53].

Regarding the role of AI in the military context, since 2019 China has been promoting the ”intelli-
gentization” of armed conflict based on the integration of artificial intelligence, quantum computing,
big data and other cutting-edge technologies with human tactics [54, 55, 56]. A substantive legislation
on AI in warfare is still lacking but non-mandatory provisions have been adopted in order to provide
international guidelines on this topic. We refer to the Position Paper of the People’s Republic of China
on the regulation of military applications of artificial intelligence [57]. The document stresses the
importance of preventing the escalation of conflicts and instability at global level while urging govern-
ments on the responsible development and application of AI. It calls for strengthening mutual efforts to
regulate warfare applications of such technology but admit internal policies allowing the development
of weapon systems for countries’ defense.

China recently adopted another political document about AI ethics. The Position Paper on Strength-
ening Ethical Governance of Artificial Intelligence explains the Chinese commitment in advocating
a human-centered approach to AI and the principle of AI for good [58]. It calls on governments to
prioritize ethics and improve accountability mechanisms for protecting the rights of all civic groups.
Additionally, the document invites foreign countries to (i) prohibit the use of AI technologies in contrast
with laws, regulations, policies and international standards; (ii) identify potential ethical risks implicit
in AI.

On the other hand, China disentangled the role of AI systems in unarmed conflicts by adopting a
specific regulation on ”deep synthesis”. The Regulation on Deep Integration Management of Internet
Information Services [59] applies to AI-based technology that enables content synthesis provided
within the Republic. It aims to both strengthen the management of those systems by promoting their
reasonable and effective use in accordance with the law and preserve a good ecology in cyberspace. In
order to address specific issues related to deep fakes, the Regulation bans the dissemination of fake
news (art. 6) and the alteration of people’s biometric characteristics without their consent (art. 14).
It forces service providers to authenticate their users before providing them any data or information
(art. 9), as this technology can be used to produce, copy and disseminate illegal or false information
or assume other people’s identities. Finally, it poses a set of technical obligations on content creators
(e.g. security assessment when these contents “might involve national security”) (art. 15) and forces
watermarking for AI-generated contents (art. 17). Consequently the Regulation sets a ”red line” of deep
synthesis services in order to protect communication transparency and reduce frauds.

To sum up: Chinese provisions point out the central role of AI in governing armed conflict. They
allow the use of AI for defense purposes but reject military applications of intelligent systems for
obtaining hegemony in warfare. With respect to unarmed conflicts, a sectoral Regulation aspires to
reduce the circulation of misleading or sensitive content, which may lead to socio-political tensions (art.
4).



5. Discussion and final remarks

The relationship between AI and conflicts (in particular armed ones) appears well established in the
literature. Our analysis reveals a rising attention of the scientific community on the relationships
between AI, conflict management and human wellbeing in the last years (Fig. 1). In particular, the
co-occurrence analysis pinpoints a deep focus on the role of artificial intelligence either in performing
conflicts or in improving the quality of people’s life (Fig. 3). Peace keyword appears as bold in our
wordcloud, which means that its linkage with AI systems has been largely explored by scholars (Fig. 4).

But while our analysis detects a deep relationship between AI and human prosperity, the concept of
peacebuilding seems to be flattened on its individual dimension. In other words, the literature privileges
framing “peace” as individual well-being rather than as a collective good. This assumption is supported
by the fact that terms like education, health, caregiver and SDGs are associated with AI in our analysis
(Fig. 3, 4). In conclusion, a hint on the actual role of artificial intelligence in advancing world peace
seems to be lacking in the literature.

This gap offers a significant starting point for investigating how lawmakers tried to disentangle
the concrete involvement of AI technologies in promoting peace globally. A comparative analysis
of targeted regulations clarifies the main differences among the three legal ecosystems. Unlike the
Artificial Intelligence Act, the U.S. Executive Order and the Chinese provisions explicitly handle the
use of intelligent systems for military purposes, establishing a set of guiding principles for conflict
management at the national and international level. AI is considered a risky weapon so both disciplines
admit its use only for national defense while recalling the importance of ethics in this sector [47, 57].

The three legislations also take into account the role of AI in reducing unarmed conflicts. Despite
ideological differences, they condemn the irresponsible use of these systems in generating social inequal-
ities and disinformation. They all stress the central role of AI in promoting crystal communications
and non-discrimination among individuals, considering it a key factor for political and social stability.
However, only the Artificial Intelligence Act includes binding countermeasures for minimizing broad
additional sources of social tensions, like migration flows and border control, delivery of essential
public services and workplace. For each field, it provides targeted duties in order to reduce the risk of
socio-political frictions (art.6 seq.).

Although these provisions represent a fundamental step in promoting AI ethics worldwide, none of
them seems to perceive such technology as an effective peacebuilding tool. Its adoption is governed by
the same provisions that are setting the rules for AI development in traditional or not-only-military
contexts. None of the targeted regulations includes an additional set of rules specifically dedicated to the
development and use of AI for peacebuilding purposes. This equivalency may slow down the adoption
of intelligent systems in this sector, as developers and deployers are subject to a very strict set of
obligations. This circumstance may interfere with the technology-driven advancement of peacebuilding
techniques and make the objective of sustainable world prosperity more difficult to achieve.

This conclusion provides a useful point of departure for designing the trajectory of future works
aimed at reinforcing the role of artificial intelligence in the peacebuilding sector. We invite lawmakers,
governments and international activists to put this topic at the center of their efforts and initiatives and
to develop a dedicated set of rules, through mandatory or political documents, that might facilitate the
development of cutting-edge solutions for promoting and preserving world peace.

This study has some limitations that should be acknowledged. We include the choice of the initial
search keywords, which inevitably affect the results of our work. Also, the comparative legal analysis
targets three very different countries that adopt politically-driven approaches regarding the use of
intelligent systems. The results are largely affected by the socio-political background of these countries
and this aspect might weaken our conclusions. Additionally, our study could be complemented by
further research on other regulations and international laws and documents dedicated to examine the
role of AI in promoting global peace.

This work initiates an international discussion on the future trajectories of AI as a peacebuilding
tool, both as a theoretical concept and a diplomatic and political issue. Through preventing conflict
and supporting peace operations, AI can become a powerful ally in creating a nonviolent and human-



centered world.
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