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Abstract
Educational robotics is increasingly spreading in schools, also with the aim of fostering young women’s interest
in STEM disciplines, particularly in programming and Artificial Intelligence. However, it is crucial to design and
select robots that resonate emotionally with female students to overcome gender stereotypes that traditionally
deter them from computer science disciplines. This study explores the hypothesis that educational robots should
be specifically tailored to meet the expectations and interests of female students. An experiment was conducted
with 211 participants, equally divided by gender, who were asked to evaluate images of 16 different educational
robots using a semantic differential scale. The results reveal differences between males and females in the attitudes
and opinions towards educational robots. While both genders generally rated the robots as more masculine than
feminine, female participants tended to provide higher overall scores, except for specific robots. Additionally,
robots that were perceived as more feminine were often rated as simpler whereas masculine robots are associated
to the words intelligent and creative, reflecting established societal stereotypes. These insights suggest that
educational robots should be designed to appeal to both girls and boys, avoiding reinforcing gender stereotypes
and ensuring inclusivity in STEM education. Further research is necessary to explore these attitudes and their
implications for fostering a more balanced interest in STEM among both genders.
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1. Introduction

Women continue to be severely underrepresented in professional roles related to Artificial Intelligence-
based applications and this gap is particularly pronounced in leadership and advanced technical roles [1].
The lack of diversity in AI can contribute to the design of biased algorithms and products that don’t
adequately consider the needs and the point of view of women and other underrepresented groups.
Given the importance that these applications are assuming in our society (from healthcare to criminal
justice to news and information), this imbalance risks exacerbating existing gender inequalities. The
situation appears even more concerning in perspective, given that the percentage of women choosing
to study STEM disciplines in general, and computer science in particular, continues to be low [2]. Some
studies have shown that playful and hands-on interventions, such as educational robotics [3] and
gamified approches [4], can be a promising means to introduce females to STEM disciplines, starting
from childhood. However, it is crucial to design and select robots that resonate emotionally with female
students to overcome gender stereotypes that traditionally deter them from computer science disciplines.
It is well known that users tend to attribute, more or less explicitly, a gender to robots and gender
stereotypes can influence the approach to educational robots in various ways [5]. However, the effect
that certain external characteristics of educational robots (shape, color, material, etc.) can have on users
remains little studied.

To the best of our knowledge, this is the first study that analyzes how the external appearance of
robots influences the attitudes and opinions of female and male users, comparing a selection of 16
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robots used in educational contexts. The main research questions are

Q1 Are there differences in attitudes and opinions towards educational robots across genders?

Q2 Are there educational robots that are perceived as more masculine or feminine?

After an introduction on the concept of gendered innovations and the aims of educational robotics,
we will present and discuss the preliminary results of an experiment that involved 211 participants.

2. Background

2.1. Gendered innovations

Diversity equity and inclusion dimensions of science and technology have become a highly visible and
debated theme worldwide, impacting society at every level, in many fields of knowledge. In particular
we will focus on AI and Robotics and we will analyze the relationship between AI and Robotics and our
societal goals, in particular, concerning the aspect of gender equality [6].

While the concept of bias is very broad, gender-related biases are considered an essential aspect of
fairness [7]. We will focus on the gender dimension, for the following reasons [8, 9]:

• numerous studies have shown that gender biases are deeply rooted in our society, so the risk that
datasets are biased concerning gender is high

• gender biases concern more or less half of the population

• in comparison with other types of bias (racial, social, etc.), it’s easier to define the categories
subject to possible discrimination

• promoting studies on gender biases in AI and robotics can facilitate the introduction of gender
knowledge into computer science/engineering courses with a twofold advantage:

1. increasing the degree of involvement of female students,

2. making male students aware of stereotypes that risk discriminating against their female
counterparts.

To deal with the integration of gender principles into research an important approach consists
in developing “gendered innovation”. This term refers to the integration of gender dimension into
innovation across disciplines 1. How can scientific theories be re-designed taking into account the
gender dimension? Only a complete redefinition of the method and of the research model with new
ways of observation can re-design science in a gender perspective [10]. Science does not proceed by
progressive and continuous accumulation of truth but thanks to attempts to disprove proposed theories.

So the next step should be to address the problem of how the gender dimension can be taken into
account in the content of AI and Robotics. While for AI there is a large awareness on the use of ethical
issues in developing algorithms mitigated from gender biases [9, 10], for Robotics the questions are still
open on gendering social robots [11]: does gendering robots enhance acceptance by humans? Does it
reinforce gender stereotypes that amplify social inequalities?

The challenge is to study and to understand how gender can be embodied in robots and how this
aspect can be perceived by students of different gender.

1https://genderedinnovations.stanford.edu

https://genderedinnovations.stanford.edu


2.2. Educational robotics

Educational Robotics (ER) are gaining popularity in education, allowing teachers to provide students
with engaging and stimulating learning experiences aimed at acquiring the skills needed for the future.
Several teachers are incorporating innovative technologies and teaching methods into their instructional
activities [12, 13]. The utility of ER in enhancing problem-solving skills [14], embodied learning [15],
promoting participation and motivation, and improving subject-specific learning outcomes [16] is
demonstrated in different studies conducted in primary schools [17].

ER activities are less represented in lower secondary schools, a segment that includes students aged
between 11 and 14 years. This school level has been under-explored about ER but it is essential for
promoting STEM disciplines, particularly among girls. It is widely recognized that social norms, a sense
of belonging, and personal efficacy, influence the educational and career choices of girls and boys from
an early age [18]. Girls experience a confidence gap, or dream gap [19], that prevents them from
imagining themselves, as adults, in male-dominated occupations. In certain countries, girls pursue
STEM careers as much as boys. However, this is not the case in many other countries. In Italy, this
gap is evident in the choice of high school: only one-third of the total number of students enrolled in a
technical-scientific high school are girls 2. This shows how initiatives are needed to support schools in
fighting gender stereotypes. This can be achieved by promoting positive attitudes, self-efficacy beliefs,
and active behaviours towards STEM disciplines among female students in (lower and upper) secondary
schools [20] by introducing factors that could make ER more appealing to girls [21], and offering
workshop activities instead of structured lessons [22].

3. Experiment

To investigate the attitudes and opinions towards a selection of educational robots across genders, we
set up a survey study presenting a list of robot images and requesting a subjective evaluation by means
of a semantic differential scale.

3.1. Materials and procedure

The selection criteria for the educational robots have been the subject of many studies [23], covering
physical characteristics, hardware functionality, operating software systems, expected outcomes, and
other specific aspects. Additionally, educational robots can be classified based on their operational
environment (land, air, water), type of locomotion, difficulty of programming, construction requirements
(kit-based, pre-built, or ready-to-use), and more [24]. For this research, we selected robots from two
databases: the IEEE Robotics Guide 3 and the database created within the European project EARLY 4.
This preliminary selection phase led to the identification of 34 educational robots. Then, we considered
specific requirements when choosing which robots to include in the survey. In particular, we required
that the robots be:

• suitable for ages 11-14

• programmable via visual and text-based languages

• priced under 500 euros

• not requiring soldering (for kit-based robots)

• currently in production

2https://dati.istruzione.it/espscu/index.html?area=anagStu
3https://robotsguide.com/
4https://edurobots.eu/
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Out of 34, only 9 met the estabilished criteria. To address the underrepresentation of social and
animaloid robots in the initial selection, we expanded our search to include well-known examples
from these categories. This led to the addition of several popular models, bringing the total number of
selected robots to 16.

Alvik
Arduino

Edison
Microbric

Root
iRobot

Thymio
Mobsya

RVR+
Sphero

mBot 2
Makeblock

Lego Spike Prime
LEGO

Tello edu
DJI

Petoi
Petoi LLC

Paro
Paro robots

Aibo
Sony

Dobot Magician
Dobot

Pepper
Softbank Robotics

Misty II
Mistyc Robotics

Otto
Hp Robots

Nao
Softbank Robotics

Figure 1: List of the robots selected for this study.

To evaluate attitudes and opinions towards robots we selected a list of 10 word pairs starting from a
longer list of 48 words identified by Bidin et al. [25]. Moreover, we added the two dimensions “feminine”
and “masculine” that are particularly relevant for this study, obtaining the following 12 word pairs:
complex - simple, negative - positive, boring - fun, uncreative - creative, uncurious - curious, unfeminine



Table 1
Jobs breakdown

Female Male Total

Employed 9 8 17
Freelance 1 1 2
Student 46 68 114
Teacher 47 14 61
Other 6 11 17

All 109 102 211

Table 2
Summary of the ANOVAs calculated with the formula value ∼ robot × word_pair × gender.

DoF Sum Sq Mean Sq 𝐹 𝑝 sig.

robot 15 775.2 51.681 48.7352 <2.2e-16 < 0.001
word_pair 11 2186.4 198.768 187.4371 <2.2e-16 < 0.001
gender 1 49.2 49.233 46.4265 9.784e-12 < 0.001
robot:word_pair 165 1844.5 11.179 10.5416 <2.2e-16 < 0.001
robot:gender 15 46.0 3.063 2.8887 0.0001415 < 0.001
word_pair:gender 11 59.7 5.430 5.1208 4.550e-08 < 0.001
robot:word_pair:gender 165 152.2 0.922 0.8696 0.8846439

Residuals 19872 21073.3 1.060

- feminine, unintelligent - intelligent, uninteresting - interesting, unmasculine - masculine, unpleasant -
pleasant, dangerous - safe, sad - cheerful.

We prepared an online survey asking participants to rate each robot according to the above defined
semantic differential scale. We asked the participants to provide their subjective evaluation of each
word pair on a 5-point Likert scale only showing the two terms at the respective ends of the scale 5.

3.2. Results

We received 211 valid responses, with 109 respondents identifying as female and 102 as male. Table
1 reports the breakdown of the respondents’ professions, showing a majority of students followed
by a considerable cohort of teachers. In total, we collected 40512 scores, equals to 1 response for 211
participant × 16 robots × 12 word pairs.

To verify the statistical significance of the differences between mean values and the existence of
interactions between independent variables, particularly whether the gender variable significantly
influenced the evaluation of robots, we calculated a three-way ANOVA, with gender, robots and word
pairs as independent variables. The results in table 2 show a 𝑝 < .001 for all the interactions except for
the last one, indicating that female and male participants have different attitudes and opinions towards
the selected educational robots. The main differences are detailed below.

First of all, female respondents on average attributed significantly higher scores (𝑚 = 3.42, 𝑠𝑑 = 1.17)
than males (𝑚 = 3.32, 𝑠𝑑 = 1.10), demonstrating a rather positive attitude towards these educational
robots.

Figure 2 shows the mean scores calculated for each robot across all the word pairs, including both
male and female respondents. We consider this as a “global score” of appreciation given that the
valence of the word pairs was always presented in the same direction – i.e., left, and lower values, for
negative, right, and higher values, for positive. We see that the robots that scored the lowest were Edison
(𝑚 = 2.91, 𝑠𝑑 = 1.08), Thymio (𝑚 = 3.09, 𝑠𝑑 = 1.05), and the DJI drone (𝑚 = 3.18, 𝑠𝑑 = 1.11),
while those that scored the highest were Aibo (𝑚 = 3.58, 𝑠𝑑 = 1.15), Paro (𝑚 = 3.58, 𝑠𝑑 = 1.21),

5See https://www.dei.unipd.it/~roda/gender-robot/question.png for a question example
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and Spike (𝑚 = 3.53, 𝑠𝑑 = 1.06). Overall, female participants gave higher scores than the males
to all the robots except for Aibo, Petoi, and RVR, which received a higher scores from males (with
statistical significance according to a Tukey test). Interestingly, among the three robots preferred by
males compared to females, there are two with dog-like appearances.
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Figure 2: Mean values across genders and terms, split by robots.

Figure 3 shows the average score of each word pair, where a lower value corresponds to the word with
the negative valence, and vice-versa for the higher values. We see that, overall, the safety evaluation
achieved a relatively high score (𝑚 = 3.83, 𝑠𝑑 = 1.06), and likewise did positivity (𝑚 = 3.66, 𝑠𝑑 =
0.93), interest (𝑚 = 3.65, 𝑠𝑑 = 1.09), and curiosity (𝑚 = 3.59, 𝑠𝑑 = 1.07). These result imply a
general good attitudes towards these robots. Interestingly, they are considered significantly more
masculine (𝑚 = 3.15, 𝑠𝑑 = 1.07) than feminine. (𝑚 = 2.60, 𝑠𝑑 = 1.02).

Figure 4 gives an intuitive representation of the average scores of each robot for each word pair; a
darker shade corresponds to a higher score, e.g. the light shade of Spike in the unfeminine/feminine
column corresponds to an average score equals to 2.48 (less feminine), whereas the darker shade of Root
in the dangerous/safe column corresponds to 4.46 (very safe). One prominent feature is the dangerous/safe
column where we find Alvik, Edison, Paro, Thymio, and Root scoring considerably more safe than
Nao, Petoi, Pepper, Dobot, and the DJI drone. Although we cannot find a consistent explanation for
all of these, we think that there might be some influence from factors outside the mere appearance of
these robots. For example, we sometimes associate the word “drone” with a weapon, and indeed the DJI
drone is the lowest scoring in the safety scale. Petoi resembles Boston Dynamics’ Spot which is also
associated with the Defence sector. Nao, with its athletic and articulated build, could be perceived as a
potentially harmful sci-fi robot. In figure 4, we also note the unfeminine/feminine and complex/simple
which highlight that robots considered more feminine are also perceived as more simple. There seems
to be however a coincidence of higher femininity and simplicity scores for Edison and Paro. In the case
of Paro, we think that the soft and infantile appearance of the robot plays a role. In the case of Edison,
especially if we compare it to other similar-looking robots who achieved different scores, we can only
imagine that the orange colour is the differentiating factor, although this is not a particularly convincing
explanation. Pepper and Dobot appear to be more complex, and are also given higher masculine scores,
and we think this might be because they are perceived to have a more advanced functionality (social and
industrial) than other robots, such as Lego Spike, Mysty II, and RVR that scored slightly more neutral.
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Figure 3: Mean scores across genders and robots, split by terms.

4. Conclusion

In relation to the two main questions of this study (see 1), we have found indications of positive answers
to both questions, and, although further research is needed, we have attempted some preliminary
explanations.

With respect to question 1, we found that the average global scores given by female and male
respondents to individual robots are different with a high level of statistical significance. Female
respondents gave overall higher scores than males except for Aibo, Petoi, and RVR, but we cannot find
a convincing explanation with the data we have collected and analyzed so far.

With respect to question 2, we found that these educational robots are, on average, perceived as
having more masculine than feminine characteristics, and in fact we see that the overall score on the
femininity scale is below the mid point of the 5-points Likert scale, if only by a small amount. The
robots perceived as more feminine are Pepper, Paro, and Misty II, while those what scored higher for
masculinity are the DJI drone and MBot. We also found an odd outlier in Edison: by its shape, it should
align more with other similar robots by being perceived as more masculine, but in reality it seems to be
perceived as more feminine. As we could not find satisfying explanations for this, nor could we clearly
categorize other robots by perceived gender, we need further data and analysis.

Lastly, there seems to be an association between the feminine and simple attributes on the one hand,
and between masculine, intelligent, and creative on the other hand. These associations mirror rather
unfortunate gender stereotypes present in society, and we feel that it is important to highlight this issue
so it can be accounted for, and hopefully addressed, when designing ER interventions but also in the
design of AI algorithms used to control the robots behavior.



Figure 4: Heatmap and dendrogram comparing the scores of each robot for each word pair.

4.1. Limitations

As we see in table 1, there is a noticeable imbalance of genders between teachers and students who
responded to our survey: teachers tend to be a majority female, while students comprise a higher
proportion of males. The teaching profession at large is often more frequently taken up by women, so
this imbalance may just reflect a societal imbalance.

Our survey asked respondents to evaluate the robots based on their appearance, and we only presented
one picture per robot, often taken from promotional materials. Aspects that are not considered in this
evaluation include, for example, size, movement, voice and sounds, and facial expressions, for robots
that have a face. While it may be possible that some respondents were familiar with some of the robots,
we think that, on the balance of things, we can assume this is a small proportion, and thus not affecting
the results significantly.

Lastly, the survey was only circulated among Italian respondents. We do not know whether this
might introduce cultural biases, and we hope to open up the survey to international respondents in the
future to enable us to perform a cross-cultural analysis.
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