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Abstract
Artificial Intelligence (AI) based systems are expanding rapidly in all domains of life. They are entering our
everyday life and performing tasks on our behalf. AI-based systems such as personal healthcare assistants are
increasingly engaging in close symbiotic relationships with humans. Symbiotic AI (SAI) promises improved
outcomes in various domains such as healthcare, education, and business. However, as the degree of symbiosis
increases, so does the ethical risk. To ensure that these systems behave ethically and do not cause harm of any
kind (physical, mental, violation of privacy, etc.), we need to find ways to assess the ethical risk (risk of causing
harm), then choose the right action to mitigate that risk. In this work, we propose an approach based on fuzzy
logic for ethical risk assessment (ERA) of SAI systems. The approach is illustrated by means of a case study taken
from the healthcare domain.
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1. Introduction

Artificial Intelligence (AI) systems are rapidly expanding across all areas of life, becoming integral to
our everyday activities and performing tasks on our behalf. These AI-based systems are increasingly
forming close symbiotic relationships with humans, exemplified by digital twins, personal healthcare
assistants, and virtual avatars. The term symbiosis has emerged as a result of the ongoing debate over
whether AI will replace or enhance human abilities. Human-AI Symbiosis (known as Symbiotic AI, here
after SAI) is about human-AI teaming, enabling people and AI to collaborate together for achieving
better results together than they could separated [1]. SAI holds the promise of improved outcomes
in various sectors such as healthcare, education, and business. However, SAI poses not only several
technological challenges but also many philosophical questions. A deeply ingrained symbiosis guided
by ethics will enhance human experience while respecting our values, which will make AI technologies
ethically acceptable [2]. It is important to conceptualize and design holistic symbiotic frameworks
for AI aiming at generating fair, legitimate, and effective outcomes while ensuring ethical and legal
compliance. Such frameworks are expected to shape the development of SAI systems and influence
technological governance through rigorous model assessment [3] .

Over decades, AI developers have been considering various moral or ethical theories for developing
artificial moral agents (AMA). When people think about moral theories, they usually consider three
primary schools of academic ethics that aim to explain what is good or bad, right or wrong, and why.
Briefly, these three schools are [4]:

• Consequentialism: This theory, with utilitarianism as a notable example, asserts that the right
action is the one that brings about the best overall consequences.

• Deontology: Exemplified by Immanuel Kant’s theory, deontology states that an act is right or
wrong based on its adherence to a set of principles, independent of its consequences. Breaking
the rules is wrong, even if the outcome is positive.
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• Virtue Ethics: Represented by Aristotle’s view, virtue ethics posits that the right action is what a
virtuous person would do. If a courageous, generous, or kind person would perform the act, it is
deemed right; if not, it is considered wrong.

These theories are fundamentally incompatible with each other. If we believe an act is right based
on its consequences, we are not deontologists. Conversely, if we believe an act can be right regardless
of its consequences, we are not utilitarians. Therefore, we believe that the idea of solving an ethical
problem by combining elements of utilitarianism, Kantianism, and perhaps a bit of virtue ethics is a
flawed approach to developing ethically sound AI. These theories primarily aim to explain what is right
or wrong and why. They are not meant to inform ethical decision making procedures. Ethical reasoning
is far more complicated than following a moral philosophical theory.

Ethical decision-making and judgment is a complex process involving numerous factors, blend-
ing reasoning and emotions. Additionally, moral decision-making is highly flexible, contextual, and
culturally diverse. Since the beginning of this century, various approaches have been attempted to
integrate ethical decision-making into intelligent autonomous agents. However, no fully descriptive
and widely accepted model of moral judgment and decision-making has been established, and none of
the developed solutions has proven entirely convincing in providing trusted moral behavior. Anytime
the actions/decisions of an AI-based system have potential to impact humans positively or negatively,
it is a matter of ethical concern. In the ethical context, it is crucial to prevent AI-based systems from
causing harm. The potential risk of causing harm of any kind to humans is what we refer to as ’ethical
risk’ in this paper. There are different categories of ethical risks involving different types of harm, some
examples are:

• physical harm (e.g. injury or death)
• mental harm (e.g. depression, anxiety, addiction)
• autonomy
• violation of privacy or confidentiality
• violation of trust and respect
• violation of fairness (discrimination)

There is no single, definitive concept of risk. Instead, risk can be conceptualized and analyzed in various
ways, with each approach offering different levels of usefulness depending on the context [5].

When building ethical AI systems, we need to identify the ethical risks associated with these systems
and their use. Our primary concern should be ethical risk identification, not the ethical theory that
explain why something is ethical. What are the ethical risks involved in what we are developing? How
people might use our system/product in ways that are ethically risky? (deployment matter). In light
of this, the development team should think about what features to (not)include in the AI system to
mitigate these risks [6]. We need to develop frameworks for AI-related ethical risks understanding
and analysis. In [5], authors presented a framework for epistemological analysis of AI-related risks.
Their framework is a multi-component framework that distinguishes between three dimensions of
hazard, exposure, and vulnerability. The sources of the potential harm, what could be harmed (humans),
and how much the exposed humans are susceptible to the impacts of this potential harm. This three
dimensional analysis allows us to better understand the AI-related risks and effectively intervene to
mitigate them.

With SAI systems, as the level of symbiosis increases, so does the ethical risk. To ensure these systems
behave ethically and do not cause harm of any kind, we must develop methods to assess ethical risks
and choose appropriate actions to mitigate these risks. No one can precisely estimate possible ethical
risks without a comprehensive understanding of all aspects of the risk system being studied. In practical
scenarios, it is impossible to completely eliminate gaps in Ethical Risk Assessment (ERA), resulting
in fuzziness (imprecision, vagueness, incompleteness, etc.). Therefore, it is essential to address and
manage the inherent fuzziness within ethical risk systems. In this work, we propose an approach based
on fuzzy logic for ERA. Fuzzy logic offers a flexible framework capable of capturing and processing
vague, imprecise, and uncertain information, leading to more nuanced and comprehensive ethical risk



assessments. We focus here on ERA as a step in the overall ethical decision making and judgement
process/system. The decision/action to be taken is based on the ethical risk assessment, and aims to
mitigate this possible ethical risk according to the calculated level of this risk.

The paper is organized as follows. Section 2 is devoted to background information. In particular,
in subsection 2.1 we recall basic notions about fuzzy logic and overview its applications with special
emphasys on those in risk assessment, whereas in subsection 2.2 we give a brief overview of the state
of the art of ethical decision making and judgement. Section 3 is dedicated to our ERA approach. In
subsection 3.1 we show the architecture of our ERA model. while in subsection 3.2, we illustrate the
ERA approach using a case study from the medical domain. Finally, Section 4 is dedicated to discussion
and conclusion.

2. Background

2.1. Fuzzy Logic and Applications

Developed by Lotfi Zadeh1 in the 1960s, fuzzy logic [7] is based on fuzzy set theory, which is a
generalization of the classical set theory. The classical sets are also called clear sets, as opposed to vague,
and similarly classical logic is also known as Boolean logic or binary. A fuzzy set is a mathematical
construct that allows an element to have a gradual degree of membership within the set, as opposed
to the binary inclusion found in classical sets [8]. Formally, a fuzzy set 𝐴 in a universe of discourse
𝑋 is defined by a membership function 𝜇𝐴 : 𝑋 → [0, 1], where each element 𝑥 ∈ 𝑋 is assigned a
degree of membership 𝜇𝐴(𝑥). This value represents the extent to which 𝑥 belongs to the fuzzy set 𝐴.
Membership functions (MF) can take various shapes, such as triangular, trapezoidal (this is the MF
chosen for our case study, see section 3), or Gaussian, depending on the problem domain and the nature
of the input data [9]. For instance, a trapezoidal MF (trapmf ) is defined as follows:

𝑡𝑟𝑎𝑝𝑚𝑓(𝑋; 𝑎, 𝑏, 𝑐, 𝑑) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 𝑥 < 𝑎

𝑥−𝑎
𝑏−𝑎 𝑎 ⩽ 𝑥 ⩽ 𝑏

1 𝑏 ⩽ 𝑥 ⩽ 𝑐
𝑑−𝑥
𝑑−𝑐 𝑐 ⩽ 𝑥 ⩽ 𝑑

0 𝑑 ⩽ 𝑥

Here, 𝑥 represents a real value (crisp value) within the universe of discourse, whereas 𝑎, 𝑏, 𝑐, 𝑑 represent
x-coordinates of the four heads of the trapezoidal which should satisfy the following condition: 𝑎 <
𝑏 < 𝑐 < 𝑑. By using min and max, we can have an alternative expression for the preceding equation:

𝑡𝑟𝑎𝑝𝑚𝑓(𝑋; 𝑎, 𝑏, 𝑐, 𝑑) = 𝑚𝑎𝑥(𝑚𝑖𝑛(𝑥−𝑎
𝑏−𝑎 , 1,

𝑑−𝑥
𝑑−𝑐 ), 0)

The concept of MF discussed above allows us to define fuzzy systems in natural language, as the MF
couples fuzzy logic with linguistic variables. Let 𝑉 be a variable (e.g., quality of service in a restaurant,
tip amount), 𝑋 the range of values of the variable, and 𝑇𝑉 a finite or infinite set of fuzzy sets. A linguistic
variable corresponds to the triplet (𝑉,𝑋, 𝑇𝑉 ).

In fuzzy logic, reasoning, also known as approximate reasoning, is based on fuzzy rules that are
expressed in natural language using linguistic variables such as "HIGH" or "LOW", which we have
defined above. A fuzzy rule has the form:

If 𝑥 ∈ 𝐴 and 𝑦 ∈ 𝐵, then 𝑧 ∈ 𝐶,

where 𝐴, 𝐵, and 𝐶 are fuzzy sets. For example:

’If (the quality of the food is HIGH), then (tip is HIGH)’.

Fuzzy logic is particularly effective in systems that must emulate human decision-making. It enables
computers and other systems to make decisions based on imprecise or incomplete information, reflecting
1https://spectrum.ieee.org/lotfi-zadeh
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the way humans process information and make judgments in everyday situations. Fuzzy logic is used in
a variety of applications, including consumer electronics (e.g., washing machines, cameras) to industrial
control systems (e.g., chemical plant processes, automotive systems), control systems, decision support
systems, and pattern recognition [10, 11]. In healthcare, fuzzy logic can be applied to diagnose conditions,
tailor treatments, and optimize resource allocation, ensuring that decisions accommodate the nuances
of human health and well-being [12].

Fuzzy logic offers a flexible framework for handling uncertainties and ambiguities associated with
complex decision making processes. Notably, it has been applied for risk assessment and management
in many domains. Herein, we highlight some of these applications. One of the main applications is in
the evaluation of environmental risks, such as pollution levels or the impact of climate change. For
instance, fuzzy logic has been used to assess the risk of water pollution by integrating various indicators,
such as chemical concentrations, water PH, and temperature, into a single risk index [13]. Another
example of application for fuzzy logic is the assessment of risks in work places where data might be
vague or incomplete. A fuzzy framework was used for assessing the risk of injury due to machinery,
considering hazardous factors such as the skill level of the operator, and the working environment
[14]. This approach allows safety managers to better prioritize risks and implement more effective
mitigation strategies. Financial risk management is another area in which fuzzy logic was applied.
Precise financial risk prediction is very challenging because financial markets are characterized by
high levels of uncertainty and volatility. Fuzzy logic helps in modeling such uncertainty, allowing for
better decision-making in areas such as portfolio management and credit risk assessment [15]. Fuzzy
logic has been also used for assessing and managing the risks associated with project timelines, costs,
and resources. Project managers can develop more realistic schedules and budgets, by incorporating
fuzzy inputs like the likelihood of delays, cost overruns, and resource availability. In large and complex
projects, traditional risk management approaches may fall short due to the high levels of uncertainty
involved, fuzzy logic can offer a valuable solution [16].

2.2. Ethical Decision Making: State of the Art

In this section, we give a brief overview of the landscape of the machine ethics field.
There are three design approaches to programming ethical decision-making into agent systems, with

different attempts to build moral agents classified under one of these approaches, according to the
first high-level classification by Wallach and Allen [17]: I) Top-down approaches: These implement a
specific normative theory of ethics into autonomous agents, ensuring that the agent acts according to
the principles of this theory. II) Bottom-up approaches: These are developmental or learning approaches
where ethical mental models emerge through the activity of individuals. III) Hybrid approaches: These
integrate both top-down and bottom-up approaches.

Authors in [18] present a model in which they qualify the good in two modes, one is based on rights,
and the other is based on values. Then, for quantifying the good, they introduce a method in which they
define weighing parameters for the good and the bad ramifications of events caused by the actions, then
calculate the total sum. Greater weights correspond to more participation in the good, while negative
weights do more harm than good. This work was implemented in Answer Set Programming (ASP) [19]

JEREMY [20] is an implementation of the Hedonistic Act Utilitarianism. This theory states that an
action is morally right if and only if that action maximizes the pleasure, i.e. the one with the greatest
net pleasure consequences. The authors of JEREMY, to respond to critics of act utilitarianism, have
created another system, W.D. [20] which avoids a single absolute duty, by following several duties.
Their system follows the theory of prima facie duties of Ross [21] and is implemented in Inductive
Logic Programming (ILP) [22].

Tom Powers in [23] assesses the viability of using deontic and default logics, to implement Kant’s
categorical imperative. In [24], the authors suggest that mechanized multi-agent deontic logics might
be an appropriate vehicle for engineering ethically correct robot behaviours.

Other attempts tried to formalize ethical systems using modal logic formalisms [25] and then trying
to operationalize these formalizations on the computer, like in [24] and [23]. These formalizations are



mainly based on the use of deontic logics. In [26], the authors formalized three ethical conceptions
(the Aristotelian rules, Kantian categorical imperative, and Constant’s objection) using non-monotonic
logic, particularly ASP. Pereira and Saptawijaya have proposed the use of different logic-based features,
for representing diverse issues of moral facets, such as moral permissibility, doctrines of Double Effect
and Triple Effect, the Dual-process Model, and counterfactual thinking in moral reasoning. They
investigated the use of abduction, probabilistic logic programming, logic programming updating, and
tabling. These logic-based reasoning features were synthesized in three different systems: ACORDA,
Probabilistic EPA, and QUALM [27].

Model Checking was used to provide guarantees about whether an autonomous aircraft would create
and execute plans that involved ethical decision-making [28]. In the context of the HERA (Hybrid Ethical
Reasoning Agents) Project [29], many ethical principles were implemented to help an agent judge the
moral permissibility of its actions. The implementation was done in Python. In [30], Sergot provides an
alternative representation to the argumentative representation of a moral dilemma case concerning
a group of diabetic persons, presented in [31], where the authors used value-based argumentation to
solve this dilemma. According to Sergot, the argumentation framework representation does not work
well and does not scale. The proposed solution was implemented in ASP.

In [32], the authors use CP-nets to model both ethical principles and subjective preferences of an
individual in two separate CP-nets. If we want the individual to behave ethically in a certain scenario:
firstly the individual determines whether she can use her most preferred choice by checking if her
CP-net is “sufficiently close” to the ethical CP-net. In [33] the authors propose a novel hybrid method
using symbolic judging agents to evaluate the ethical behaviour of reinforcement learning agents.
However, to do this, judging agents need to access extensive data about the learning agents like their
actions, perceptions, etc. which raises other ethical issues related to privacy.

TRUTH-TELLER [34] is a Case-Based Reasoning (CBR) System. It compares cases presenting ethical
dilemmas about whether to tell the truth or not. Its comparisons list ethically relevant similarities
and differences. SIROCCO [35] is another system that employs case-based (casuistic) reasoning. But,
differently from TRUTH-TELLER, it retrieves ethical principles and past cases relevant to the new case
situations.

Dancy suggested that neural network models of cognition might offer a profitable way to explore
some concerns pertaining to learning and generalizing without principles [36]. In [37] specific actions
concerning killing and allowing to die were classified as ethical or unethical depending upon different
motives and consequences. A simple recurrent artificial neural network (ANN) trained on a series of
such cases was able to provide reasonable responses to a variety of previously unseen cases.

In [38], the author has used reinforcement learning for an agent to learn the correct ethical response
in a given situation. One limitation is having to design ethical utility functions that can be expressed in
the observation function of the agent. That is since the learned behaviour is derived from what the
agent can observe, the designer has to ensure that ethical behaviour can also be, at least potentially,
derived from the agent’s observations. This greatly limits the complexity of situations that the agent
can conceivably handle. In [39], the authors considered two potentially complementary paradigms, for
designing moral decision-making methodologies. Namely, extending game-theoretic solution concepts
to incorporate ethical aspects, and using machine learning on human-labelled instances.

MedEthEx [40], and EthEl [41] are two systems based on a more specific theory of prima facie duties
viz., the principle of Biomedical ethics of Beauchamp and Childress, and implemented in ILP. In these
systems, the strength of each duty is measured by assigning it a weight, capturing the view that one
duty may take precedence over another. Then computes, for each possible action, the weighted sum of
duty satisfaction, and the right action is the one with the greatest sum. However, it is not really clear
the basis for assigning weights to duties. Dyoub et. al. [42, 43, 44, 45] proposed a hybrid approach based
on ASP and ILP for the evaluation of the ethical behavior of AI-based systems. In a later work and
based on this approach, the authors proposed a logic-based multi agent system for ethical monitoring
and evaluation of dialogue systems (chatbots).

In [46] and [47], the authors have used constraints to implement ethical behaviour in robots, partic-
ularly those that have the capability to exhibit lethal force, so that we can be guaranteed that robots



will always obey the Laws Of War. Recent works have highlighted the ethical and legal limits for the
diffusion of self-made autonomous weapons [48]. In [49], the authors described a moral reasoner that
calculates an estimated morality level (between -1 and 1) of an action based on the influence on the total
amount of utility in the world by the believed contribution of the action to the following three duties
(also called moral goals): Autonomy, Non-maleficence and Beneficence. The moral reasoner is capable
of balancing conflicting moral goals, but there is no guarantee that the resulting blend of principles will
end up being coherent. For systematic surveys of the machine ethics field, the reader can refer, among
many, to [50].

3. Our Proposed ERA Approach

Assessing ethical risks in general and in the medical domain in particular is a complex task as it is a
qualitative concept. We propose an approach based on fuzzy rules to compute the ethical risk level. The
computed level can be subsequently considered to make the appropriate decision/action to mitigate
that risk.

In this section, we present our proposal for ERA. In subsection 3.1 we show the architecture of a
fuzzy system for ERA, while in subsection 3.2, we illustrate the ERA approach using a case study from
the medical domain.

The fuzzy ERA (fERA) model will be part of the overall ethical decision making (EDM) model, see
Figure 1. The fERA model will receive from the EDM engine the relevant facts of the case at hand, and
return to the EDM engine the calculated risk level to be used for computing the best action/decision to
mitigate this risk.

Figure 1: Architecture of the overall EDM system

3.1. A Fuzzy System for ERA

Figure 2 shows the building blocks of a fuzzy system for ERA.
The main components of our ERA system are:

Inputs These are the factors/parameters relevant for the ethical risk calculation.



Figure 2: Architecture of our fuzzy system for ERA

Fuzzification In this stage crisp input values are converted into fuzzy sets, , allowing real-world data
(e.g., temperature, speed) to be interpreted in a way that accounts for uncertainty or vagueness.
This is done using membership functions that map input values to a degree of membership
between 0 and 1. For example, in a temperature control system, a crisp input of 75°F might be
partially categorized as both “warm” and “hot,” with different membership degrees for each.

Inference Engine The inference engine will consults the Fuzzy Rules Base that contains a set of "if-
then" rules that define the system’s behavior. These rules describe how fuzzy inputs relate to
fuzzy outputs based on expert knowledge. The engine will apply these rules to the fuzzified
input to derive fuzzy output sets. It determines which rules are relevant based on the degree of
membership of the input values. There are different methods to infer rules, such as the Mamdani
or Sugeno inference methods, which handle how the rules combine to produce a result. 2 We use
the Mamdani method in our case study. Fuzzy rules could be automatically generated from data.
In the current implemented version these rules are manually written.

Defuzzification Converting the fuzzy output sets back into crisp values to implement actions or
decisions. Common defuzzification methods include centroid, mean of maximum, and bisector,
etc.3 Centroid method is the most widely used methods amongst all the de-fuzzification methods
[51]. This method provides a center of the area under the curve of the membership function. The
centroid is computed using the following formula, where 𝜇(𝑥𝑖) is the membership value for point
𝑥𝑖 in the universe of discourse:

𝑥𝐶𝑒𝑛𝑡𝑟𝑜𝑖𝑑 =
∑︀

𝑖 𝜇(𝑥𝑖)𝑥𝑖∑︀
𝑖 𝜇(𝑥𝑖)

Output The only Output in our fuzzy system is the ethical risk level.

The system was implemented in python using the library Scikit-Fuzzy.

3.2. Case Study

To illustrate our proposed ERA approach, we will use the following case study adapted from [40] which
is a common type of ethical dilemma that a care robot may face.
Patient Dilemma Problem: A care robot approaches her competent adult patient to give her her medicine
in time and the patient rejects to take it. Should the care robot try again to change the patient’s mind or
accept the patient’s decision as final?
2https://it.mathworks.com/help/fuzzy/types-of-fuzzy-inference-systems.html
3https://it.mathworks.com/help/fuzzy/defuzzification-methods.html
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The dilemma arises because, on the one hand, the care robot may not want to risk diminishing the
patient’s autonomy by challenging her decision; on the other hand, the care robot may have concerns
about why the patient is refusing the treatment. Three of the four Principles/Duties of Biomedical
Ethics are likely to be satisfied or violated in dilemmas of this type: the duty of Respect for Autonomy,
the duty of Nonmaleficence and the duty of Beneficence. See section 2.2 for the description of the
approach of [40] in handling ethical decision making in such cases.

In this case study, ERA addresses the ethical risk of causing harm to the patient (in this case study,
the ethical risk is of the kind ’physical harm’, namely patient physical health or life risk) and works as
the basis for decision making by the care robot. In order to evaluate the risk, the care robot can consider
different parameters like the severity of health condition of the patient, the mental/psychological
condition of the patient, physiological indicators of well-being, etc. These parameters can be all
considered fuzzy concepts.

In this case study, we choose the following inputs to the system:

1. the severity of the health condition of the patient. The value of this parameter is given by the
human medical doctor based on a periodical medical check and stored in the patient medical
record, to which the care robot can have access to retrieve the value of severity, to be used for
ERA.

2. the mental/psychological condition of the patient. This parameter is evaluated by the care
robot based on a dialogue with the patient and on certain observations like movement or face
expressions, etc.

Both inputs are rated on a scale between 0 and 10. More precisely, the crisp values in input are the
answer to the following questions: How severe is the health condition of the patient, on a scale of 0 to
10? Where zero refers that the patient is in a very good health conditions in terms of severity, while ten
indicates that the patient is in a very severe conditions. How is the patient on the psychological level, is
the patient lucid or depressed, on a scale of 0 to 10? Where zero indicates that the patient is in a very
good mental condition, while the ten indicates that the patient is in a very bad mental condition, i.e.
depressed.

The crisp values are then fuzzified, both into 5 sets. For the severity of the health condition the fuzzy
sets are: VERY LOW, LOW, MEDIUM, HIGH, VERY HIGH. For the mental/psychological condition the
fuzzy sets are: VERY BAD, BAD, AVERAGE, GOOD, VERY GOOD.

Starting from these two inputs, once fuzzified, the ERA system calculates the risk level on a scale
between 0 % and 100 %. Also for the output there are 5 fuzzy sets: VERY LOW, LOW, MEDIUM, HIGH,
VERY HIGH.

The inputs and the output are the antecedents and the consequent, respectively, of the rules employed
by the fuzzy system.

Rules: The following rules are the fuzzy inference rules stored in the Fuzzy Rule Base. As mentioned
above, these rules are used to derive the output from the input. Table 1 shows the rules matrix, which is
a simplified representation of these rules:

1. If severity is VERY HIGH or (severity is HIGH and mental is average ) or (severity HIGH and
mental is VERY BAD), then the risk is VERY HIGH.

2. If severity is VERY LOW or (severity is LOW and mental is VERY GOOD), then the risk is VERY
LOW.

3. If (severity is LOW and mental is GOOD) or (severity is LOW and mental is AVERAGE) or (severity
is MEDIUM and mental is VERY GOOD) or (severity is LOW and mental is BAD), then the risk is
LOW.

4. If (severity is MEDIUM and mental is VERY BAD) or (severity is MEDIUM and mental is AVERAGE)
or (severity is MEDIUM and mental is BAD) or (severity is HIGH and mental is BAD), then the
risk is HIGH.



5. If (severity is MEDIUM and mental is GOOD) or (severity is HIGH and mental is GOOD) or
(severity is LOW and mental is VERY BAD) or (severity is HIGH and mental is VERY GOOD),
then the risk is MEDIUM.

Usage: The initial inputs, in this case severity and mental, are provided by the user (the care robot in
this case). These values are then fuzzified by using an MF. In this paper we choose to use the trapezoidal
MF (see Section 2) because there is an interval of input crisp values for which the membership degree
to the fuzzy set is 100%. Figure 3 shows the fuzzification of input values using the trapezoidal function.
The fuzzified input is then processed through the rule matrix (Table 1, ’-’ values means the value here
does not have effect on the output) which comprises the above specifically designed rules.

The final output is subsequently de-fuzzified using centroid method to find a single crisp value which
defines the output of a fuzzy set. This final value provides the level of ethical risk on the life of the
patient.

(a) Severity of Health Condition (b) Mental Condition

Figure 3: Fuzzification of inputs using the trapezoidal MF.

Table 1
Rules Matrix: fuzzy rules for ethical risk evaluation (risk of causing physical harm)

Severity Mental Risk
VERY HIGH - VERY HIGH
HIGH AVERAGE VERY HIGH
HIGH VERY BAD VERY HIGH
VERY LOW - VERY LOW
LOW VERY GOOD VERY LOW
LOW GOOD LOW
LOW AVERAGE LOW
MEDIUM VERY GOOD LOW
LOW BAD LOW
MEDIUM VERY BAD HIGH
MEDIUM AVERAGE HIGH
MEDIUM BAD HIGH
HIGH BAD HIGH
MEDIUM GOOD MEDIUM
HIGH GOOD MEDIUM
LOW VERY BAD MEDIUM
HIGH VERY GOOD MEDIUM

As an example, if the severity is rated as 3.5, and mental as 2, this system will infer that the risk is
35% which is in area between LOW and MEDIUM (see Figure4). Based on this calculated level of ethical



risk, the care robot decides what to do (try again/insist, accept, consult the doctor, etc.).

Figure 4: Output: Risk Level

4. Conclusion and Discussion

This paper is part of an ongoing work on ethical decision making and judgment in SAI systems. In
this paper, we presented a novel approach for ethical risk assessment. The approach based on fuzzy
rules, calculates a quantitative value for ethical risk (mapped later to a qualitative value). The approach
recognizes the fuzzy nature of the significant factors that affect the ethical risk and computes the ethical
risk level based on the values of these input factors. Higher values represent higher risk levels. The
approach is illustrated via a case study in the medical field. In the future, this ERA model will be one
block in the overall ethical decision making system that aims to mitigate the possible ethical risks.

In this paper, we considered a simple case study (ethical dilemma) in the medical field, adapted from
the literature on machine ethics. We decided, in this work, to maintain the case study simple because
our objective was only to illustrate our ERA approach. Our ERA approach is a general approach that
can be used by SAI systems in any domain for the assessment of the possible ethical risk. Then based
on this assessment, the appropriate action is chosen to mitigate this risk.

Back to the case study adopted in this work, it considers a patient with a chronic disease for which
she was prescribed a certain medicine to take every day at a certain time to maintain her disease
under control, so she can live her life normally. The patient has no other health issues. The care robot
approaches the patient to give her her medicine on time. If the patient refuses to take the medicine,
the care robot should decide to accept or insist based on the risk level. But, what if the patient has
other health issues? what if there are many other physiological indicators that can interfere in the
disease and should be monitored like blood pressure? what if the patient has the blood pressure or
the temperature, etc. very high or out of the normal ranges? In the future, we are going to extend
this case study considering more complex and realistic scenarios and consulting with domain experts.
Furthermore, we are currently working on various case studies in which we might have different types
of ethical risks.
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